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Abstract 
 

Effect and robust detection of targets in infrared images has crucial meaning for many 
applications, such as infrared guidance, early warning, and video surveillance. However, it is 
not an easy task due to the special characteristics of the infrared images, in which the 
background clutters are severe and the targets are weak. The recent literature demonstrates that 
sparse representation can help handle the detection problem, however, the detection 
performance should be improved. To this end, in this text, a hybrid method based on local 
sparse representation and contrast is proposed, which can effectively and robustly detect the 
infrared targets. First, a residual image is calculated based on local sparse representation for 
the original image, in which the target can be effectively highlighted. Then, a local contrast 
based method is adopted to compute the target prediction image, in which the background 
clutters can be highly suppressed. Subsequently, the residual image and the target prediction 
image are combined together adaptively so as to accurately and robustly locate the targets. 
Based on a set of comprehensive experiments, our algorithm has demonstrated better 
performance than other existing alternatives. 
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1. Introduction 

With the development of infrared imaging technology, infrared target detection has been 
widely applied not only to the military field, but also to the transportation, industry, agriculture, 
and other civilian areas. Infrared imaging technology has the advantages of good concealment, 
strong anti-interference ability, and strong ability to adapt to the environment. However, it is 
still a challenging problem of the accurate and robust infrared target detection under the 
complex background. Compared with the visible light images, there exist strong background 
clutters and noise interferences in the infrared imaging system, leading to low contrast and 
signal to noise ratio (SNR) in the infrared images. Therefore, effective algorithms should be 
specially explored to handle the difficulties of infrared object detection. 

Infrared target detection has been a hot research topic in the field of image processing and 
computer vision. A number of infrared target detection methods have been emerging, 
including Gaussian mixture model method, wavelet transform method, information entropy 
method, bilateral filtering method, and so on. For example, [1] proposed finite asymmetric 
generalized Gaussian mixture models for infrared object detection. [2] proposed a knowledge 
model for target recognition in infrared image. [3] presented an infrared target detection 
algorithm based on wavelet multi-scale and maximum likelihood. [4] introduced to detect 
small targets in infrared images by using the self-information map. [5] designed a local 
mutation weighted information entropy based method to detect the infrared targets. [6] 
proposed a small infrared target detection algorithm based on bilateral filter and temporal 
cross product. 

In recent years, due to the development of the theory of sparse representation, many target 
detection algorithms based on sparse representation have been also proposed by researchers. 
For instance, [7] proposed a computing model based on visual sparse overcomplete 
representation method, which achieves the object detection in unstructured scenes. In this 
method, firstly, a sparse overcomplete computing model was established based on energy 
model and score matching method. Then the object detection algorithm based on neuron 
response and dynamic threshold strategies was designed. [8] introduced an objects detection 
method based on local feature and sparse representation. By employing supervised random 
tree method to learn local features of sample images, a dictionary could be formed. The 
combination of sub-image blocks of test image and well trained dictionary in first stage could 
predict the location of the object in the test image, in this way it could obtain a sparse 
representation of the test image as well as the object detection goal. [9] presented an infrared 
small target detection method based on image sparse representation. The over-complete target 
dictionary was first constructed with atoms which were produced by two-dimensional 
Gaussian model. Then the sub-image blocks of the test image were extracted successively and 
the corresponding coefficients were calculated with the constructed over-complete target 
dictionary. There was a significant difference between the coefficients of objective and 
background. Whether the sub-image block contains small target or not could be determined by 
the index of sparse concentration. [10] proposed a low-rank and sparse representation (LRSR) 
model. This model could describe the specific structure of noise data by utilizing sparse 
representation theory on the basis of low-rank matrix representation. In addition, LRSR based 
infrared small target detection algorithm was presented. First, a two-dimensional Gaussian 
model was used to produce the atoms that construct over-complete target dictionary. Then, the 
reset image data matrix was decomposed by the LRSR model to obtain the background, noise 
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and target components of the image. Finally, the target position could be determined by 
threshold processing for the target component data. The above methods may be effective for 
detecting objects in infrared images to some extent. However, since the size of infrared target 
under complex background is uncertain, the methods, which usually construct dictionaries by 
training target sample set, may cause the target features in the dictionary to be submerged by 
the background features, or cause the phenomenon of overmatching in the process of 
searching for the matched targets. In addition, due to the special imaging mechanism, infrared 
images usually have low contrast and lots of background noise. The detection results obtained 
by the traditional sparse representation based methods always contain a lot of false alarms. 
These will affect the final performance of the target detection. 

Thus, to improve the effectiveness and robustness of infrared target detection, this paper 
proposes an improved hybrid method which is based on local sparse representation and 
contrast. Given an original infrared image, it is first processed from two aspects. On the one 
hand, a residual image is calculated based on local sparse representation for the original image. 
Specifically, the original image is first divided into a number of image blocks. Then for each 
block, a dissimilar dictionary is learned by using the inner product approach. The residual 
image block for each image block is subsequently calculated with the dissimilar dictionary. 
After that, the residual image for the original image can be obtained. In the residual image, the 
target can be effectively highlighted. On the other hand, for the original image, a local contrast 
based method is adopted to compute the target prediction image, in which the background 
clutters can be highly suppressed. Second, after obtaining the residual image as well as the 
target prediction image, we propose to combine them together adaptively so as to accurately 
and robustly locate the targets. Finally, the true targets are detected by the binary threshold 
segmentation. Experiments based on the real infrared images show that our detection method 
has a good performance. 

The remaining part of this paper is organized as follows. Section 2 reviews the sparse 
representation theory. Section 3 presents the improved hybrid target detection method. 
Experimental results are presented and analyzed in Section 4. Finally, we conclude this paper 
in Section 5. 

2. Sparse Representation 
Image sparse representation, which approximates an input image by a linear combination of a 
few items from an overcomplete dictionary, has been successfully applied to a variety of 
problems in image processing and analysis, such as image denoising [11], image restoration 
[12], object recognition [13], saliency detection [14], visual tracking [15, 16], and image 
classification [17-19]. 

  Let Y  be a set of n -dimensional N  input signals, i.e., [ ] Nn
N RyyyY ×∈⋅⋅⋅= ,,, 21 . We wish to learn 

a reconstructive dictonary with K  elements for sparse representation of Y .This is formally 
written as the following optimized problem [20]: 

2

2,
minarg, DXYXD

XD
−=    ..ts  Txi i ≤∀

0
,                           (1) 

where 2

2
DXY −  denotes the reconstruction error. [ ] Kn

K RdddD ×∈⋅⋅⋅= ,, 21  is the learned 

dictionary and the K  is the number of atoms in the dictionary. [ ] NK
N RxxxX ×∈⋅⋅⋅= ,, 21  is 

the sparse representation of input signals Y . 0
⋅  is the 0L  norm that counts the number of 
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nonzero elements in a vector. T  is a sparsity threshold, and each ix  contains ( )nTT <<  or 
fewer nonzero elements.      
  To train the reconstructive dictionary efficiently, the K-SVD algorithm [21] can be adopted. 
The characteristic of K-SVD is that it can update the dictionary by column simply and 
efficiently. As an iterative approach, the K-SVD algorithm includes two steps, i.e., sparse 
coding and dictionary update, at each iteration. 
  In the sparse coding step, D  is fixed, the sparse representation ix  of an input signal iy  is 
computed as: 

( ) 2

2
* minarg, DxyDyxx ixii −≡=   ..ts Tx ≤

0                          (2) 

Note that, although 0L  privodes a simple notion of sparsity, the optimization problem of 0L  
norm is nonconvex [22]. That is to say, the direct solution of the Eq. 2 is an NP-Hard 
problem .There is a way to solve this problem, that is to replace 0L  norm with 1L  norm, so 
that the problem can be transformed into a convex: 

1

2

2,
minarg, XDXYXD

XD
a+−=                                 (3) 

where α  is a trade-off parameter [21], which can balance the reconstruction error and sparsity. 
Therefore, the Eq. 2 can be rewritten as: 

( )
1

2

2
* minarg, xDxyDyxx ixii a+−≡=                             (4) 

  In the dictionary update step, the columns, which are known as the dictionary atoms of D , 
are updated by SVD [21]. At the same time, the relevant coefficients in X  will be updated. 

3. Proposed Method 

For target detection problems, the traditional sparse representation based methods usually 
adopt the target samples to train a dictionary. So the dictionary can be thought as a matrix, 
which contains the target features. Different from such idea, in this paper, we propose to divide 
the input image into a number of image blocks, and then search the image blocks which are 
dissimilar to the central image block to learn a dissimilar dictionary. Based on such dictionary, 
the residual image of the original image can be generated, in which the target can be 
effectively highlighted. Furthermore, the paper also presents to predict the candidate target 
areas by using the gray contrast. This may form the target prediction image, in which the 
background clutters can be highly suppressed. At last, the precise target location can be 
determined by combining the residual image and the target prediction image, and the final 
detection results are gotten by the binary threshold segmentation. Fig. 1 illustrates the 
framework of the proposed method. 
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Fig. 1. Framework of the proposed method. 

 

3.1 Residual Image Calculation based on Local Sparse Representation 
In infrared target detection problems, in contrast with the background area, the target area is 
usually thought to occupy a small proportion of the whole image. When the input image is 
divided into a set of images blocks, the blocks, which are around the target area, have great 
differences from the target area. i.e., the central block. On the contrary, the blocks, which are 
around the background area, have little differences from its central image block. According to 
it, in this section, we propose to search the image blocks which are dissimilar to the central 
image block to learn a dissimilar dictionary. Based on such dictionary, the residual image of 
the original image can be generated. 

3.1.1 Dissimilar Dictionary Learning via Inner Product 
As shown in Fig. 2, the process of dissimilar dictionary learning consists of three steps: 
dividing, searching, and stacking. The specific description is given as below.  
 

 
Fig. 2. Dissimilar dictionary learning process. 

 
 (1) First, given an input original infrared image Y  with the size of  Nn× , set an empty 

residual image set ∅=repatchset  and a residual image NnRG ×∈ . Each element of G  is 
initialized to 0. As shown in Fig. 2, a sliding window (i.e., the red window) is used to divide 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 11, NO. 10, October 2017                            5011 

the original image Y  into m  overlapped image blocks with the size of ss BB × . Each 

block is column vectorized and then be denoted by a vector sB
k RY ∈ , mk ,,2,1 ⋅⋅⋅= .  

For each image block, a training window (i.e., the yellow window) with the size of LL×  is 
designed. Then it is divided into h  overlapped image blocks with the size of ss BB × . 

Each block is also column vectorized and then denoted by a vector sB
g Rf ∈ , hg ,,2,1 ⋅⋅⋅= , 

and ultimately they form a matrix hB
h

sRfffF ×∈⋅⋅⋅= ],,[ 21 . 

(2) Second, after obtaining the image block kY  and its surrounding blocks gf , 

hg ,,2,1 ⋅⋅⋅= , calculate the inner product of kY  with each gf , i.e.:     

gkg fY ,=ρ                                                            (5) 

where ⋅⋅,  denotes the inner product. gρ  represents the inner product of kY  with the g -th 

column vector in the matrix F  (i.e., gf ). Eventually, we can get the inner product set 

[ ]hρρρρ ,, 21 ⋅⋅⋅= . Obviously, the more similar gf  with kY , the larger the gρ  will be. 

Moreover, compute the inner product of the kY  with itself by: 

kk YY ,=β                                                             (6) 

To search the dissimilar image block set 
kYS  for kY , compute the difference between β  

and gρ  as follows: 

ggrE rβ −=                                                          (7) 

where gr
E  denotes the absolute value of difference between β  and the g -th elements in ρ . 

Thus, according to Eq. 7, a set of absolute values of differences between the β  and the all 
elements in the set ρ  can be obtained. Clearly, a higher value of gr

E  indicates a bigger 

difference between gf  and kY . Thus, extract c  image blocks with higher absolute values of 

differences, that is to say, search c  least matched blocks, to form the dissimilar set 
kYS .  

(3) Third, stack the c  least matched blocks in the dissimilar set 
kYS  into a matrix of size 

cBs × , which is denoted cB
k

sRD ×∈ . kD  is ultimately regarded as the constructed dissimilar 
dictionary.  

By using such dissimilar dictionary kD , the residual image can be obtained in the following 
sections. 

3.1.2 Residual Image Block Computation using Dissimilar Dictionary 

Based on the dissimilar dictionary kD , the residual image block corresponding to the image 
block kY  is calculated  as follows. 

(1) First, the orthogonal matching pursuit (OMP) algorithm is used to calculate the sparse 
coding coefficients kX  of kY  with the dictionary kD .                                  

(2) Second, compute the reconstruction residual vector kε  by:                          
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kkkk XDY −=ε                                                         (8) 

(3) Third, restore the reconstruction residual vector kε  into a matrix of size ss BB × , 

which is represented by the residual image block repatch .  
(4) Fourth, deposit repatch  into the residual image set repatchset , i.e.: 

],[ repatchrepatchsetrepatchset =                                      (9) 

3.1.3 Residual Image Generation  

A series of image blocks kY  in Y  are processed in accordance with Sections 3.1.1 and 3.1.2. 
Then the whole residual image set repatchset  can be obtained.  

According to the position of each corresponding original image block in the image Y , each 
image block in repatchset  is put into the residual image G , where the overlapped parts are 
calculated by the mean values.  

Finally, the residual image G  can be obtained. Compared to the original Y , the object in 
G  can be effectively highlighted. 

3.2 Target Prediction Image Computation based on Local Contrast  
Although the target can be highlighted in the residual image obtained above, the residual 
image still contains the background noise. To suppress the background clutters, a local 
contrast method is applied to the original infrared image to generate a target prediction image, 
in which the background clutters can be effectively suppressed.  

    In this method, the candidate target regions in the original image are detected by a search 
window as shown in Fig. 3. The search window is divided into nine cells with the same size. 
The central cell, referred to as the region under test, is denoted by “9”, where the target is 
likely to appear; other eight cells, i.e., cells “1” to “8” are referred to as the background regions. 
The specific steps are given as follows. 
 

 
Fig. 3. The search window for target prediction.  

 
 (1) First, scan the original infrared image from top to bottom, left to right, by a sliding 

window with the size of UU ×  to get a number of image blocks. Considering that the 
sizes of infrared targets in many real world applications generally vary from 1 to 100 pixels 
[23], U  is here set to 16 to ensure the integrity of the detected target. 

 In addition, in order to improve the detection efficiency, the sliding step is set to 8, i.e., 
8=step . The selection of this value of step  will be discussed in Section 4.1.            
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(2) Second, for each image block obtained above, regarding it as a region under test, expand 
it to obtain a search window as shown in Fig. 3. Then, the region under test is judged by: 





×+≤
×+>

=
bbt

bbt

σλµµ
σλµµ

  region     background the
region target candidate the

iσ under teσtregion  the            (10) 

where tµ  denotes the mean value of the region under test. bµ  and bσ  are the mean value and 
the standard deviation value of the background regions. λ  is a parameter. Obviously, the 
greater the value of λ  is, the smaller number of candidates is. λ  often belongs to [0.5, 3] in 
order to detect the targets with different sizes of the original image [24, 25]. In this paper, 

9.0=λ . Its specific analysis will be also given in section 4.1.     
(3) If a region under test is judged as a candidate target region, its pixel values are preserved. 

Otherwise, its pixel values are set to zeros. Thus, an image that only contains the possible 
candidate objects is generated, which is called the target prediction image. Compared to the 
original infrared image, the background clutters in the target prediction image are well 
suppressed. 

3.3 Precise Target Detection based on Residual Image and Target Prediction 
Image 
After obtaining the residual image and the target prediction image, to effectively and robustly 
detect the infrared targets, we combine these two kinds of images together automatically. The 
specific process is as follows. 

(1) First, based on the computed residual image and target prediction image, the pixel values 
of nonzero regions in the target prediction image are converted to the pixel values of the 
corresponding regions in the residual image, so that a novel target prediction residual image S  
is generated. 

(2) Second, since the method proposed in this paper is designed for single target detection 
problem, the real target can be detected by searching the region which has the highest mean 
value in the target prediction residual image S . Therefore, it is necessary to compare the mean 
values of all unconnected nonzero regions in the image S . The mean value is computed as 
follows: 

∑
=

=
pn

i
i

p

p
n

mean
1

1
                                                   (11) 

where ip  denotes the i -th pixel value of the nonzero region. pn  denotes the number of pixels 
in this region. Consequently, the real target region is the nonzero region which has the 
maximum mean value. The real target region is finally mapped on the original image, and the 
nonzero target regions in the original image are set to zeros. 

(3) Third, apply a binary threshold segmentation method to the detected target region, and 
the final target detection results can be obtained. 

4. Experimental Results and Analysis 
We evaluate our proposed infrared target detection method on a dataset of 1000 real-life 
infrared images collected from the Internet [26] and compare its performance with several 
other classical algorithms. All the experiments are implemented on an Intel Dual Core 2.3 
GHz laptop with 4 GB RAM. The programming platform is MATLAB R2013b. 
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By following most previous works [27], two standard criterions, which are called detection 
rate (DR) and false alarm rate (FAR), are used to measure the detection performance: 

MTDT
DTDR
+

=                                                    (12) 

DTFT
FTFAR
+

=                                                   (13) 

where DT  is the number of accurately detected targets. MT  represents the number of miss 
targets. FT  denotes the number of false alarms, that is, the object is not a real target but is 
detected incorrectly. Obviously, in the ideal stat, 1=DR , 0=FAR . Besides, DR  measures 
the effectiveness of the detection method, and FAR  reflects the robustness of the detection 
method.  

4.1 Parameter Analysis 
Before evaluating our method, we briefly discuss the question of choosing the parameters in 
our formulation. Performing cross validation on all parameters would of course be 
cumbersome, so we use a few heuristics to either fix arbitrarily some of the parameters or 
reduce the search space for them.  

First, in the local sparse representation based residual image calculation stage, considering 
that the size of the original images is 160×200, we first set the size of each image block, i.e., 

ss BB ×  to 40×40. The width of overlapping between adjacent image blocks is set to half 
of the image block size, i.e., 20. Second, the size of the training window, i.e., LL×  is set to be 
98×98, which takes into account the size of the original image. In the training widow, the 
width of overlapping between adjacent image blocks is set to 1. Then, we can get h  = 3481 
overlapped image blocks. Since each block is column vectorized to be a vector sB

k RY ∈  ( sB  
= 1600), the number of dissimilar blocks for each original image block , i.e., c  is set to 1690, 
which should be larger than sB . 

Second, in the stage of local contrast based target prediction image computation, there are 
two crucial parameters that may influence the detection performance: the first is the sliding 
step step  and the second is the parameter λ . To select the optimal values of these two 
parameters, we conducted a series of experiments.    

(1) The parameter step  
 

 

Fig. 4. Analysis of the parameter step . (a) Effect of step  on detection efficiency. (b) Effect of step  
on detection rate. 

http://fanyi.baidu.com/%23zh/en/_blank
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The parameter step  should not be too large. If it is too large, the real targets may be missed, 

which will result in low detection rates. Also, it should not be too small; otherwise, the 
computational complexity of the algorithm will increase. To get the optimal value of the 
parameter step , we try a few different values, for instance, kstep ×+= 22 , with 

}5,...,0{∈k .For each value, we carry out experiments on all of the test images and calculate 
the efficiencies and the detection rates. The results are shown in Fig. 4. To balance the 
efficiency and detection rate, we select 8=step  in our experiments. 

(2) The parameter λ  
Next, we determine the value of λ . Starting with 0=λ , we gradually increase its value by 

0.3 until 8.1=λ . For each value, we do the experiments on all of the test images to compute 
the detection rate and the number of candidate target regions. The results are given in Fig. 5. 
From Fig. 5 (a), we can find that when the parameter λ  increases from 0 to 0.9, the detection 
rate has no obvious change, but the number of candidate target regions decreases distinctly. 
After that, with the increase of parameter λ , the detection rate begins to decline significantly 
and the number of the candidate target regions continues to reduce but the decline gradually 
decreases. Thus, to make a balance between the detection rate and the number of candidate 
target regions, we select 9.0=λ .  
 

 

Fig. 5. Analysis of the parameter λ . (a) Effect of λ  on detection rate. (b) Effect of λ  on the number 
of candidate target regions. 

 

4.2 Target Detection Results of Proposed Method 
Now, we start to verify the performance of the proposed algorithm by using some examples. 
The original infrared images are shown in Fig. 6. These six original infrared images involve 
various categories of targets with different backgrounds. As shown in Fig. 6(a), a person is in 
the woods. Fig. 6(b) shows a person is on the street. Fig. 6(c) represents a person with woods 
clutters. Fig. 6(d) shows a plane under the sky. In Fig. 6(e), an aircraft exists in the sky with 
clutters. Fig. 6(f) represents a vessel in the sea. Besides, the size information, which is about 
the original images and targets, are given in the Table 1. 

The detection results of the six infrared images are shown in Fig. 7. The first column of Fig. 
7 shows the residual image of each original image obtained based on local sparse 
representation. The second column displays the target prediction images gotten by local 
contrast. The third column shows the images that only contain the target regions without other 
interference regions. The fourth column indicates the final target detection results. Fig. 7(a) 
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shows the proposed algorithm can accurately detect the human target in the forest. In the Fig. 
7(b) and Fig. 7(d), the targets are small, but they are still detected correctly. Fig. 7(c) shows 
that since the background is complex, there exist many candidate target areas. Nevertheless, 
the values of the disturbance areas in the residual image are effectively reduced, so the 
interference areas can be well eliminated. Fig. 7(e) illustrates that the plane target with a large 
size can be detected accurately as well. As shown in Fig. 7(f), even though the values of the 
target in the residual image is not very high, the local contrast based approach can well solve 
this problem, and finally the target is successfully detected. In all, the experimental results 
show that our algorithm can obtain very good detection results. 
 

 

Fig. 6. Examples of the original infrared images. 
 

Table 1. Information of the six images. 
Images Fig. 6(a) Fig. 6(b) Fig. 6(c) Fig. 6(d) Fig. 6(e) Fig. 6(f) 

Image size 160×200 160×200 160×200 160×200 160×200 160×200 

Target size 15×10 15×6 19×9 8×13 12×44 14×28 
 

4.3 Qualitative Comparison with Other Approaches 
To demonstrate the effectiveness and the robustness of our method, it is compared with four 
existing infrared target detection algorithms. 

The first one is a background prediction based detection method [28] (referred to as BP). It 
uses the local area images and the estimated images to predict the background adaptively, and 
then adopts the threshold selection algorithm based on two-dimensional exponential entropy 
to further identify the target. The second approach is based on top-hat transformations [29], 
and it is referred to as Top-hat in this paper. The third algorithm is based on mathematical 
morphology [30]. It firstly uses median filter to filter the image, then uses mathematical 
morphology to suppress the background noise, and finally the target is detected by using 
adaptive threshold. We call this method MFMM. The fourth one is based on local contrast [31]. 
First, the local contrast map of the input image is obtained using the local contrast measure. 
Then, an adaptive threshold is adopted to segment the target. We refer to this method as LC. 

For a fair comparison, all methods are applied to the 1000 infrared images in the dataset. 
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Ten images and their corresponding detection results obtained by different methods are 
presented in Fig. 8. The basic information of the original images in Fig. 8(e)-(j) has been given 
in Table 1. Table 2 shows the basic information of the original images in Fig. 8(a)-(d). From 
Fig. 8, we can see that our method achieves the best performance, while the results of the 
Top-hat algorithm and LC method contain too much noise and clutter. In addition, the targets 
detected by BP and the MFMM algorithms are not complete.  

 

 

Fig. 7. Target detection results of the proposed method. 
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Fig. 8. Qualitative comparison results between the proposed method and other state-of-the-art 
approaches. 
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Table 2. Information of other four images. 
Images Fig. 8(a) Fig. 8(b) Fig. 8(c) Fig. 8(d) 

Image size 160×200 160×200 160×200 160×200 

Target size 31×13 51×20 24×9 19×11 

 

4.4 Quantitative Comparison with Other Approaches 
Also, to further illustrate the superiority of our algorithm, the two criteria DR and FAR are 
used for quantitative comparison. The comparison results are shown in Fig. 9. For our method, 
in the residual image generation stage, some dissimilar image blocks of each original image 
block make up the overcomplete dictionary, so the background noise of the residual image is 
weakened, which lays the foundation for the accuracy of the target detection. Moreover, the 
combination of the target prediction image and residual image can make the target to be 
detected correctly, and it improves the robustness of the algorithm and reduces the false alarm 
rate. As shown in Fig. 9, compared with the other four algorithms, our method produces the 
highest detection rate and the lowest false alarm rate for infrared target detection. 
 

 
Fig. 9. Quantitative comparison results between the proposed method and other state-of-the-art 

approaches. 

5. Conclusion 
In this paper, we designed a hybrid method for target detection in infrared images. First, a 
residual image is calculated based on local sparse representation for the original image, in 
which the target can be effectively highlighted. Then, a local contrast based method is adopted 
to compute the target prediction image, in which the background clutters can be highly 
suppressed. Subsequently, the residual image and the target prediction image are combined 
together adaptively so as to accurately and robustly locate the targets. Experimental results 
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compared to several classical methods demonstrate the effectiveness and robustness of the 
proposed method. 
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