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Abstract 
 
Accurate traffic flow forecasting is critical to the development and implementation of city 
intelligent transportation systems. Therefore, it is one of the most important components in 
the research of urban traffic scheduling. However, traffic flow forecasting involves a rather 
complex nonlinear data pattern, particularly during workday peak periods, and a lot of 
research has shown that traffic flow data reveals a seasonal trend. This paper proposes a new 
traffic flow forecasting model that combines seasonal relevance vector regression with the 
hybrid chaotic simulated annealing method (SRVRCSA). Additionally, a numerical example 
of traffic flow data from The Transportation Data Research Laboratory is used to elucidate 
the forecasting performance of the proposed SRVRCSA model. The forecasting results 
indicate that the proposed model yields more accurate forecasting results than the seasonal 
auto regressive integrated moving average (SARIMA), the double seasonal Holt-Winters 
exponential smoothing (DSHWES), and the relevance vector regression with hybrid Chaotic 
Simulated Annealing method (RVRCSA) models. The forecasting performance of RVRCSA 
with different kernel functions is also studied. 
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1 Introduction 

Traffic flow forecasting is a hot research topic in intelligent transportation and urban big 
data processing [1, 2, 3, 4, 5]. In addition, it is critical to intelligent transportation systems. 
Real-time and accurate traffic flow forecasting can provide precise synchronous 
transportation status information for transportation management departments, and it is a 
precondition of real-time traffic signal control, transportation distribution, route guidance, 
automatic navigation, and accident detection in an intelligent transportation system. It also 
provides better-optimized route options for drivers and, thus, saves energy and improves 
urban transportation conditions [6]. Traffic flow real-time data can be provided by different 
kinds of sensor systems that are installed in roads; this data usually includes the flow, speed, 
and lane occupancy rate of a transportation network. Recently, researchers have been 
heavily focused on short-time traffic flow forecasting and travel time delay estimation, and 
these two aspects are primarily used in assisting transportation control centers in forecasting 
traffic congestion and improving traffic flexibility. 

Traffic flow forecasting refers to making predictions about traffic flow in next decision 
time and in later time periods when making control variable decisions. Usually, the 
forecasting of traffic flow can be characterized by using a time series of historical and 
current traffic flow data points [7,8,9]. Using historical traffic flow data, we can predict 
future traffic flow values. Many models and systems have been proposed for addressing this 
problem over the past several decades, including approaches based on time series models, 
Kalman filter theory, k-nearest neighbor(KNN), artificial neural network approaches(ANN), 
nonparametric methods, support vector machine regression models(SVR), and the Markov 
chain models. Many Hybrid integration techniques have also been used effectively to this 
area. 

Tipping [10] proposed a sparse Bayesian leaning model in 2001, which is a relevance 
vector machine (RVM). Compared to SVM, RVM is sparser; thus, it is more suitable to 
real-time detection and has a better regression accuracy rate. Therefore, the relevance vector 
machine regression forecasting model is now widely used in every aspect and has achieved 
great effect, such as electricity load forecasting, tracking of objects, 3D model recovery, 
software reliability forecasting, 3D pose estimation, and channel equalization prediction 
[11,12,13]. Practice reveals that in relevance vector regression estimation, the selection of 
kernel function parameters has a significant effect on forecasting effect. Currently, there are 
no structural methods for guiding the parameter selection of kernel function, and the most 
commonly used methods are simulated annealing, genetic algorithm, particle swarm 
algorithm, and other evolutionary methods to optimize parameters. Experiments from Juang 
etal. [14] show that every evolutionary method has its advantages and disadvantages, 
employing hybrid different algorithms will be more powerful than using a single algorithm. 
In this paper, the author introduced RVM into traffic flow forecasting, and focusing on the 
drawbacks of SA algorithm, the author proposes the CSA to determine the values of 
parameters in a RVR model, thus building a relevance vector regression traffic flow 
forecasting model using chaos-simulated annealing optimization(RVRCSA). 
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Fig. 1. Plot of the traffic volumes for week days and week end on road TH252SB, station id: N89123 
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Fig. 2. Plot of the traffic volumes for week days and week end on road TH77 CDSB, station id: 

N88125 
 
On the other hand, urban traffic flow data is usually seasonal due to rush hours, 

holidays, and rest days as well as changes in the weather and other factors. For example, Fig. 
1 and 2 illustrate the flow data collected by the University of Minnesota Duluth in 
Minnesota Twin Cities and Rochester Manchester City on roads labeled with link numbers 
TH252SB, station id: N89123 and TH77 CDSB, station id: N88125, from April 1-30, 2015, 
from 6 a.m. to 11:00 a.m. and from 3:00 p.m. to 8:00 p.m. [15] From this figure, it can be 
seen that the traffic flows in these four figures all exhibit obvious seasonal change. In recent 
traffic flow forecasting papers, many researchers added seasonal factors to the models. For 
example, Williams et al. [16] proposed a multivariate ARIMA model that included upstream 
traffic flow data and considered seasonal change as well as distinguished seasonal flow on 
peak/non-peak flow; thus, it greatly improved the forecasting capacity of the ARIMA traffic 
flow model. Hong W et al. [17] considered the seasonal condition in the SVR traffic flow 
forecasting model, and Lippi M et al. [18] used the RBF seasonal kernel and linear seasonal 
kernel in the support vector regression (SVR) traffic flow forecasting model by combining 
the seasonal kernel with a RBF and linear kernel. However, applying the RVR model to 
generate a seasonal prediction model is currently rare. This paper refers to some papers and 
proposes a hybrid chaotic-simulated annealing optimization with a seasonal RVR model in 
traffic flow forecasting (SRVRCSA). Furthermore, practice example analysis is applied in 
order to demonstrate that the proposed method is effective. 

The contribution of this paper is as follows. First, for RVR, we propose a new CSA 
optimization model for estimating hyper-parameters. To the best of our knowledge, this 
approach has not been attempted. Second, the SRVRCSA model is, for the first time, applied 
to the traffic forecasting problem and successfully outperform some state-of the art 
approaches. At last, the traffic flow forecasting performance of RVRCSA with different 
kernel functions is studied, and some suitable kernels are selected. 

2 Related works 
In existing research, the main point of interest in traffic flow forecasting is the urban 

expressway. Researchers have proposed numerous research models centered on urban 
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expressway traffic flow forecasting problems, of which, time series analysis modeling is one 
of the most common methods [4, 19]. The autoregressive integrated moving average model 
(ARIMA) [4] is one of the mostly used time series method. In the early research, researchers 
were more willing to build a multivariate time series traffic flow forecasting model, which 
could simultaneously consider time and space. For example, Stathopoulos and Karlaftis [20] 
used traffic flow data collected by upstream detectors and combined it with ARIMA to build 
a real-time traffic flow-forecasting model. In addition, they compared the univariate ARIMA 
model with the multivariate ARIMA model and found that the multivariate ARIMA model 
is superior to the univariate ARIMA model. Kamarianakis and Prastacos [21] used the time 
and space ARIMA model to forecast the traffic flow in an urban area and to describe the 
traffic flow conditions of a road network by introducing the intersection turns ratio matrix 
and using that to describe the variation law of traffic flow. They also proposed an ARIMA 
model based on jump in order to improve the forecasting accuracy of short-term traffic flow. 
However, the biggest disadvantage of the traditional ARIMA model is that the forecasting 
value tends to the average value of the past time sequence and, thus, cannot capture the fast 
multilateral movement of urban traffic flow. 

Other methods that are often used for traffic flow forecasting including the K-nearest 
neighbor (KNN) models, non-parameter regression, local linear regression, and Kalman 
filters [5,22,23,24]. Cai P et al. [25] improved the KNN algorithm based on time and space 
relationship and achieved short-time traffic flow multi-step forecasting as well as improved 
forecasting accuracy. Xia D et al. [26] proposed time and space weighted KNN model and 
improved the real-time characteristic of traffic flow forecasting using the parallel processing 
of MapReduce in a Hadoop-distributed computation platform. Zheng Z et al. [5] improved 
the KNN algorithm by introducing a time window and local minimum value in order to 
reduce overlapping candidate neighbors in the neighbor selection stage. Chen C et al. [27] 
designed a distributed data processing traffic flow forecasting system framework based on 
MapReduce and used time and space characteristics and discrete characteristics of traffic 
flow to improve forecasting accuracy. Daraghmi Y etal. [28] used negative binomial 
additive models (NBAMs). Tchrakian T et al. [29] built a corresponding mode function by 
building a covariance matrix from historical data and decided the number of mode functions 
used to forecast through a real-time traffic flow feature, and he built a real-time traffic flow 
forecasting algorithm based on a spectrum. Sun S et al. [30] proposed the selective random 
subspace predictor (SRSP) method, which can maintain a robust feature even if part of the 
traffic flow data is lost. Furthermore, Oh S et al. [31] combined the Gauss model with 
artificial neural network clustering to propose a multi-factor pattern recognition urban traffic 
flow forecasting system and to forecast urban traffic flow by considering the road geometry 
factor, the environment factor, and the traffic flow feature. Sun S et al. [32] proposed a new 
variational approximation unlimited Gaussian process and applied it to predict traffic flow 
problems. Experiments demonstrate that this method is clearly more effective than other 
methods. 

As discussed above, accurately describing and forecasting the changing traffic flow of 
urban roads is a very complex process. Artificial neural networks (ANNs) are considered to 
be able to approximate any arbitrary function to an arbitrary degree of accuracy, and become 
another commonly used traffic flow forecasting modeling method. Currently, researchers 
have proposed many ANN traffic flow forecasting models with static or dynamic structures, 
including multi-layer feed forward neural networks(FFNN), Radial basis function (RBF) 
neural network model, time delay neural network model, and regression neural network 
model. Furthermore, ANN and simulated annealing (SA), combined with other optimized 

 



4892                               Shen et al.: Hybrid CSA optimization with seasonal RVR in traffic flow forecasting 

algorithms, can perfectly replace the traditional traffic flow forecasting model [33]. The 
latest research trend involves using these new evolutionary algorithms or wavelet function 
and artificial neural network to explore global optimization. For example, Vlahogianni etal. 
[34] repeatedly reflect the traffic flow data of time and space features through selection part 
and using the Genetic Algorithm (GA) combined with multi-layer structure optimization to 
determine the appropriate neural network structure. Yin H et al. [35] proposed a fuzzy neural 
network model (FNN) to forecast the traffic flow on urban roads, and experiments have 
shown that the FNM model can obtain more accurate forecasting results than the 
back-propagation neural network (BPNN). Li C et al. [36] proposed the combination of SA 
with the GA algorithm to solve local optimization and built the new simulated annealing 
genetic back-propagation neural network (BPNN-SA) based on the BPNN traffic flow 
forecasting model. Chan K et al. [37] applied multi-scale analysis to divide a traffic flow 
parameter sequence into a low-high frequency parameter and combined ANN with GA to 
optimize these multiscale parameters. Yang W et al. [38] used wavelet transform 
decomposition and reconstructed traffic flow data to propose the wavelet neural network 
model that combines wavelet transform with RBF. Chan K et al. [39] proposed the 
intelligent swarm-based neural networks (APSO-ANN) algorithm. Although these methods 
are more accurate than the pure neural network parameters, and thus they require more 
computation capacity and memory [17,40,41]. The neural network is limited by the fact that 
the determination of the appropriate network structure cannot be interpretative as well as by 
its in poor ability to promote. 

Recently, some researchers applied support vector machine (SVM) and other kernel 
function methods to traffic flow time sequence forecasting. For example, references [2,42] 
discussed the application of SVM to traffic flow forecasting. This type of method generally 
considers transportation state factors and uses existing traffic state data. A new traffic state 
short-term forecasting method based on SVM is built by taking the traffic flow, occupancy 
rate, and average speed of previous time periods in upstream and downstream as collected 
by a transportation detector as the input and taking the traffic flow at the corresponding time 
period as the output. In contrast to the non-linearity, complexity, and uncertainty of road 
transportation systems, SVM and other non-parametric regressions are non-parametric, 
portable, and high prediction accuracy algorithms with a small error and a good error 
distribution. By improving the search algorithm and parameter adjust rules, it can achieve 
the requirements of real-time traffic flow forecasting. In addition, this method is easy to 
operate and can be applied to a complex environment. Additionally, it can conveniently 
forecast in different roads. Furthermore, SVM, SA, GA, particle swarm optimization (PSO), 
and other intelligent algorithms combined with optimized parameter settings can obviously 
improve the forecasting effect of short-term traffic flow. Li M et al. [42] optimized the 
parameters of robust v-support vector regression model (RSVR) by CcatCSAGA and 
applied the kernel principle component analysis (KPCA) algorithm to determine the final 
input vectors from the candidate input variables. Jeong Y et al. [2] combined online learning 
weighted support-vector regression (OLWSVR) to propose a new short-term traffic flow 
forecasting model, and experiments have shown that the OLWSVR model can achieve better 
forecasting results than can artificial neural network models and conventional support vector 
regression. 
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3 Forecasting methodology 

3.1 Double seasonal Holt-Winters exponential smoothing (DSHWES) model 
The multiplicative formulation for the double seasonal Holt-Winters method is given in the 
following expressions: 
 

1 2 1( / ( )) (1 )           (1)t t t s t s tl y d w lα α− − −= + −  

2 1
( / ( )) (1 )             (2)t t t t s t sd y l w dd d− −= + −  

1 2
( / ( )) (1 )            (3)t t t t s t sw w y l d w w− −= + −  

1 2 1 21( ) ( ( ))       (4)k
t t t s t s k t t t s t sy k l d kw y l d wφ
∧

− − + − − −= + + −  
 

where ty  is the actual value at time t ; tl  is the smoothed level; td  and tw  are the 
seasonal indices for the intraday and intraweek seasonal cycles, respectively; ,α d , and ω  
are the smoothing parameters; and ( )ty k  is the k  step future forecast made from the 
forecast origin (where 1k s≤ ). In forecast function (4), the term involving parameter φ  is 
a simple adjustment for first-order autocorrelation. Eq. (1) lets the actual value ty  be 
smoothed in a recursive manner by weighting the current level α , and then, tl  is directly 
adjusted for the trend of the previous period

1 2t s t sd w− −  by adding it to the last smoothed 

value 1tl − . This helps to eliminate the lag and brings tl  to the approximate base of the 
current data value. Eq. (2) and (3) updates the seasonal indices td  and tw , which modifies 
the trend by smoothing with d  and ω  and adding that to the previous estimate of the 
trend multiplied by 1 d−  and 1 ω− , respectively. Eq. (4) is used for future forecasting. 

An important point to note regarding the double seasonal Holt-Winters exponential 
smoothing approach is that, in contrast to ARIMA modeling and the majority of other 
approaches to short-term demand forecasting, no model specification required. As a result, 
the method is particularly advantageous; it is both simple and robust. The initial smoothed 
values for the level and the seasonal components are estimated by averaging the early 
observations. The parameters are estimated in a single procedure by minimizing the sum of 
squared one step-ahead in-sample errors. We constrained the parameters to lie between zero 
and one. The resultant parameters for the 10 load series are presented in Table II. For many 
of the series, the φ  value is very high, whereas the α  value is very low, indicating that 
the adjustment for first-order autocorrelation has, to a large degree, made the smoothing 
equation redundant for the level. It is also interesting to note that, for a given series, the 
values are similar for the two smoothing parameters, d  and ω , for the seasonal indices.  

We also implemented a version of the method with optimized d  and ω  values that 
were constrained to be identical and with 0α =  so that the level was set as a constant 
value equal to the mean of the in-sample observations. This formulation delivered 
predictions that were only marginally poorer than the full method given in expressions (1) 
through (4). This is somewhat surprising, given that this reformulation of the method only 
involves two parameters. 
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3.2 Relevance vector machine used to regression estimation 
RVM is a supervised learning method, which can be described as the following: 

Given a set of example data 1{ }N
i ix =  along with corresponding target values 1{ }N

i it = , the 
aim is to learn a function or to describe the reliance of a new target value *t  for an unseen 
input value *x , by combining a training set together with any pertinent prior knowledge, and 
the correspondence relationship between which conforms to the following function [10]:  

0
1

( ; ) ( , )
M

i i
i

t y x w w k x x w
=

= = +∑ , 

where k is a nonlinear kernel function, and iw  is the weight of the model and is 
non-zero only when ix  belongs to the relevance vector. The probability is used as follows 
to describe the influence of it  in addition to the error:  

2( ) ( ( ; ), )i i ip t N t y x w σ=  

A reasonable assumption can be made that 1{ }N
i it =  are independent random variables. 

Therefore, given 0{ }N
i iw =  and 2σ , the probability distribution of t is as follows:  

2 2

1
( , ) ( ( ; ), )

n

i i
i

p t w N t y x wσ σ
=

= ∏
2

2 2
2(2 ) exp( )

2

N t w
pσ

σ
− −Φ

= −  

where [ ]0 1, , T
Nw w w w=  , [ ]1 2( ), ( ), ( ) T

Nx x xφ φ φΦ =   

[ ]1 2( ) 1, ( , ), ( , ), , ( , ) T
n n n n Nx k x x k x x k x xφ =  ; iα  is a hyper-parameter that determines 

the prior distribution of iw ; and 1( , , )i Nα α α α=  . 
The posterior distribution of an unknown quantity can be calculated according to the 

Bayesian formula, according to the prior weight distribution and the sample set likelihood 
function.  

2 2
2

( , , ) ( , , )
( , , )

( )
p t w p w

p w t
p t

α σ α σ
α σ =  

Therefore, given a new dataset *x , the probability distribution prediction of *t  is as 
follows: 

2 2 2
* *( ) ( , , ) ( , , )p t t p t w p w t dwd dα σ α σ α σ= ∫      

(5) 
2 2 2( , , ) ( , , ) ( , )p w t p w t p tα σ α σ α σ=

     
(6) 

Then, 
2 22

2
2 2 2

( , ) ( ) ( , ) ( )( , , )
( , , )

( , ) ( , ) ( , ) ( )

p t w p w p t w p wp w t
p w t

p t p t p t w p w dw

σ α σ αα σ
α σ

α σ α σ σ α
= = =

∫

 

where 2( , )p t w σ  and ( )p w α  are both products of a Gaussian function. After 
integration simplification, it is as follows: 
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1 11
2 2 2

( ) ( )( , , ) (2 ) exp{ }
2

N Tw wp w t µ µα σ p
+ −− − − Σ −

= Σ −  

11
2 2 2( , ) (2 ) exp{ }

2

N Tt tp t α σ p
−− − Ω

= Ω −
 

where 
2 2 1( )T Tt Aµ σ σ− − −= ∑Φ ∑ = + Φ Φ， , 

0 1( , , )NA diag α α α=   
2 1 TI Aσ −Ω = +Φ Φ   (7) 

An approximate solution can be obtained by inserting Formula (6) into Formula (5), as 
follows: 

2

2 2

,
( , ) arg max ( , )

MPMPp p t
α σ

α σ α σ=  

2 2
* *( ) ( , , ) ( , , )MP MP MP MPp t t p t w p w t dwα σ α σ≈ ∫  

The two portions of the integration formula are both products of a Gaussian function. 
Therefore, the result of the definite integral is as follows: 

2
* * * *( ) ( , )p t t N t y σ≈  
2 2

* * * * *( ), ( ) ( )T T
MPy x x xµ φ σ σ φ φ= = + Σ     (8) 

[ ]* * 1 * 2 *( ) 1, ( , ), ( , ), , ( , ) T
Nx k x x k x x k x xφ =   

Finally, by solving 2,
MPMPα σ  from formula (7), the following can be obtained: 

2
new i
i

i

γα
µ

=
    

(9) 

2
2

0

( )new
N

ii

t

N

µ
σ

γ
=

−Φ
=

−∑    

(10) 

1i i iiγ α= − Σ   (11) 

where iiΣ  is the i-th element in the diagonal of Σ . First, the value of 2,α σ  is 

estimated, and then, the above formula is used to determine 2,
MPMPα σ . 

Let L  be the number of maximum iterative cycles and th  be the given threshold; then, 
the relevance vector regression can be summarized as follows:  

 
Algorithm RVM Regression 
Input: 1{ , }N

i i ix t = , L , th  

Output: *y  and 2
*σ ; 

1．Initialize 2,α σ ; 
2．For l 1= to L or convergence 
3.  Calculate { , }µ ∑ by using (7); 
4.  Update 2,α σ by using (9)-(11) respectively; 
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5.  If i thα ≥  
6.  Remove the corresponding basis function; 
7.  End if 
8.  End for 
9.  Predicting for unseen data using (8). 

4 Chaotic simulated annealing in selecting parameters and seasonal 
adjustment 

4.1 Kernel functions used in the model 
There are various kernel functions that may be used to select an arbitrary kernel function 
according to RVM theory. The kernel functions used in this paper are listed in Table 1, and 
the initialized values of each kernel function are also presented in Table 1.  
 

Table 1. The Kernel Functions (KFs) used in the model 
KFs Abbreviation Expression Parameter(s) 

Polynomial Function  PF ( , ) ( , 1)gx y x yκ = < > +  
0g > ,initialized 

as 3 

Gaussian Function GF 2,( , ) g x y x yx y eκ − < − − >=  
0g > ,initialized 

as 1 
Symmetric Triangle 

Function STF ( , ) max(1 , ,0)x y g x y x yκ = − < − − >  0g > ,initialized 
as 3 

Cauchy Function CF 2
1( , )

1 ( , )
x y

g x y x y
κ =

+ < − − >
 0g > ,initialized 

as 3 

Laplace Function LF ,( , ) g x y x yx y eκ − < − − >=  
0g > ,initialized 

as 3 

Squared Sin 
Cardinal Function SSCF 

2

2
sin ( , )( , )
( , )

x y x yx y
g x y x y

κ < − − >
=

< − − >
 0g > ,initialized 

as 3 

4.2 CSA in selecting parameters 
The most important aspect of using kernel functions is determining the parameters. Small 

parameter values tend to cause over-learning, whereas large values can contribute to 
over-smoothing the data. Both situations can result in the regression having a decreased 
forecasting performance. The forecasting performance of a model is greatly affected by the 
selection of kernel function parameters in the relevance vector machine. However, there is a 
lack of construction methods regarding the kernel function parameter for specific data. This 
paper transforms the problem of kernel function parameter assignment in traffic flow 
forecasting to an optimizing searching problem, combines chaos optimization with a 
simulated annealing algorithm, and uses the randomness and uniformity characteristics of a 
chaos sequence. The chaos variable range is enlarged to the range of the kernel function 
optimization parameter, and the chaos operator is embedded into the simulated annealing 
solution; thus, the optimal value of the kernel function parameter is obtained. 

The basic steps of relevance vector regression parameter optimization based on chaos 
simulated annealing (RVRCSA) include the initial setup, the computation of the objective 
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function, and the chaos disturbance and acceptance test. The concrete steps of the method are 
described in the following: 
Step1:  

Initial setup: Set the kernel function parameter to ( )g i , and set the range to 
( ) ( , )g gg i Max Min∈ . Then, select the initial value of the kernel function width (0)g  as 

shown in Table 1, and map (0)g  to determine the initial chaos variable (0) (0,1)x ∈  
according to Formula (12), as follows: 

( )
( ) g

g g

g i Min
x i

Max Min
−

=
−

     (12) 

 
Then, use a logistic map to generate 1k +  chaos variables ( 1)x i + , as shown in Formula 
(13): 

( 1) ( ) (1 ( )), 0,1, 2, ,x i x i x i i kµ+ = ⋅ ⋅ − =    (13) 
where µ  is a logistic parameter. When µ  = 4, it is in a complete chaos state and can 
compute the 1k +  kernel function width value according to Formula (14), as follows: 

( 1) ( 1) ( ), 0,1, 2, ,g g gg i Min x i Max Min i k+ = + + ⋅ − =   (14) 

Step 2: 
Compute objective function: Use the computed 1k +  kernel function width value to 

predict the relevance vector regression and obtain the optimum means average relative error 
(MARE) as the initial value of the objective function (old)E , as follows: 

^

1

( ) ( )
( )

d dN
n n

d
t n

q t q tMARE
q t=

−
=∑  

where N represents the ending time of the prediction, ( )d
nq t  is the actual flow data at time t 

in sub-section nD , and 
^

( )d
nq t  is the predicted data. Record the kernel function width value 

with optimal MARE in the 1k +  kernel function width values: old( )x E . 
Step 3: 

Add chaos disturbance: Add minor disturbance to chaos variable old( )x E  according to 
formula (15): 

~

0( ) (1 ) ( )newx E x Eρ= − ⋅        (15) 

where 0 1ρ< <  demonstrates the disturbance control variable: the larger the value is, the 
faster the disturbance. In this paper, the ρ  value is 0.003. The improved kernel function 
parameter can be calculated according to formula (16), and the new value of the objective 
function, ( )E new , can be calculated by inputting the calculated value into the relevance 
vector regression forecasting model. 
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~ ~
( ) ( ) ( )new g new g gg E Min x E Max Min= + ⋅ − (1 ) ( ) ( )g new g gMin x E Max Minρ= + − ⋅ ⋅ −          

( ) ( ) ( )new new g gg E x E Max Minρ= − ⋅ ⋅ −         (16) 

Step 4: 
Acceptance Test:  Whether to accept the width of the kernel function can be decided 

according to formula (17), and the Metropolis rules are described in detail in another paper 
[43]. The maximum number of loops is set to 200 in this paper. 
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   (17) 

4.3 Seasonal adjustment 
As mentioned previously, traffic flow data reveals seasonal trends during daily peak 

periods. Therefore, for a model to produce a highly accurate forecasting performance, it is 
necessary that this seasonal component be estimated. There are several approaches to 
estimating the seasonal index of data series, including product-model type and 
non-product-model type. Based on the data series type consideration, this investigation 
employed Deo and Hurvich’s approach to computing the seasonal index, which is shown in 
the following two steps: 

Step 1: Calculate the seasonal index for each peak period. Calculate the peak difference 
between the actual traffic flow and the forecasting value (from the RVRCSA model) 

as
01

( ) ( )
( , )( )

t N
i ii

q t q tpeak
w K X X wq t

∧

=

= =
+∑

, where , , 2 , , ( 1)t j l j l j m l j= + + − +  only 

for the same peak time point in each period. Then, the seasonal index ( SI ) for each peak 

time point j is computed as ( 1)
1 ( )j j l j m l jSI peak peak peak
m + − += + + . 

Step 2: Compute the forecasting value of the SRVRCSA model. Eventually, the 

forecasting value of the SRVRCSA is obtained by 0
1

( ( ( , ) )
N

N k i i k
i

f w K X X w SI+
=

= +∑ , 

where , , 2 , , ( 1)k j l j l j m l j= + + − +  implies the peak time point in another period. 

5 Experimental result and analysis 
The forecasting performances of the various methods were evaluated using the mean average 
relative error (MARE). The example employed flow data used by The Transportation Data 
Research Laboratory (TDRL) at the University of Minnesota Duluth, which used a remote 
transportation microwave detector to collect data from an urban road located in Minnesota 
Twin Cities and Rochester City. The data included traffic flow from March 30 to April 26, 
2015, from 6:00 to 11:00 and from 15:00 to 20:00. The experiments used the traffic flow 
from each hour to train and forecast. Table 2 details the data used for learning and 
forecasting. Since the total traffic flow and distribution is very different for a weekend than a 
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weekday, the data was separated into weekend and weekday data, and then, each data 
category was used to learn and forecast separately. For example, before forecasting data for 
April 25 and 26 (a Saturday and Sunday), the data from April 4, 5, 11, 12, 18, and 19 (the 
earlier weekends in April) would be used to train the flow data in each time period and to 
train the model.  

In the training stage, a rolling-based forecasting procedure was conducted, and in the 
validation and testing stage, a one hour-ahead forecasting policy was adopted. Then, several 
types of data-rolling were considered for forecasting the traffic flow of the next hour. 
Different traffic flow numbers in a time series were fed into the RVRCSA model to forecast 
the traffic flow in the next validation period. While training error improvement occurred, the 
kernel parameter of the RVRCSA model adjusted by the CSA algorithm was employed to 
calculate the validation error. Then, the adjusted parameters with minimum validation error 
were selected as the most appropriate parameters. 
 

Table 2. Learning and prediction data from experiments 
Peaks learning forecasting 

Week days 

March 30 April 6 April 13 April 20 
March 31 April 7 April 14 April 21 

April 1 April 8 April 15 April 22 
April 2 April 9 April 16 April 23 
April 3 April 10 April 17 April 24 

Week end April 4 April 11 April 18 April 25 
April 5 April 12 April 19 April 26 

 

5.1 Kernel selection of RVRCSA traffic forecasting model 
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Fig. 3. Plot of forecasting results for weekdays by RVRCSA with different kernel functions 
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Fig. 4. Plot of forecasting results for weekend by RVRCSA with different kernel functions 

 
First, six traffic flow datasets were used to analyze kernel function selection in RVRCSA 

traffic flow forecasting. The selected roads and flow detection point numbers are detailed in 
Table 3. In Table 3, A-F respectively represent the roads: T.H.252SB (station_id:N89123), 
T.H.77 CDSB (station_id:N8812), T.H.52NB (station_id:N8981), I-394 CDWB 
(station_id:N88425), I-35W CDSB (station_id:N87923), and I-35E CDNB 
(station_id:N91007). 

 
Table 3. Comparison of RMSE value using the RVRCSA model with different kernel functions on six 

different road sections 
road 

section 
RVRCSA-PF RVRCSA-GF RVRCSA-STF RVRCSA-CF RVRCSA-LF RVRCSA-SSCF 

1 2 1 2 1 2 1 2 1 2 1 2 
A 4.12 2.45 4.30 3.02 5.53 3.70 3.97 2.79 4.19 3.05 5.00 3.38 
B 5.32 3.44 5.07 3.18 5.17 3.62 5.33 3.96 6.11 4.08 6.13 4.06 
C 6.65 2.41 5.92 2.14 5.88 2.59 6.04 2.19 7.01 2.08 7.35 2.63 
D 3.32 2.02 3.14 1.68 3.62 2.18 3.47 2.00 3.33 1.87 2.89 2.08 
E 3.19 3.98 2.57 3.66 4.21 4.25 3.89 4.18 3.46 4.24 3.57 4.44 
F 3.24 2.74 2.18 2.02 2.75 3.27 2.76 2.68 2.21 2.72 2.33 2.08 

average 4.31 2.84 3.86 2.62 4.53 3.27 4.24 2.97 4.39 3.01 4.55 3.11 
 

Table 3 lists the forecasting RMSE value of each kernel function used in the six roads, 
where 1 and 2 respectively represent work time and weekend time forecasting value. From 
Table 3, it can be seen that the forecasting capacity of the RVRCSA traffic flow forecasting 
varies greatly when using different kernel functions in different roads. For example, in the 
road section T.H. 77 CDSB (station_id: N8812) experiment, the RMSE of weekdays ranges 
from 5.07(GF) to 6.11(LF) when using the different kernel functions. However, the RMSE 
value for the weekend ranges from 3.18(GF) to 4.08(LF). From Table 3, Fig. 3, and 4, it can 
be seen that when using the GF kernel function, the RMSE value of the RVRCSA traffic 
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flow forecasting model has a good performance for both weekday and weekend. Therefore, 
in the later forecasting capacity comparison experiment between SARIMA and DSHW, the 
kernel functions of the RVRCSA and SRVRCSA models both use GF. 

5.2 Comparison results for each forecasting methodology 
In this section, the forecasting results for SARIMA, DSHW, RVRCSA, and SRVRCSA 

on road T.H.252SB (station_id:N89123) is compared. First, the seasonal indexes for each 
peak time point are shown in Table 4, which are calculated based on the forecasting values 
of the RVRCSA as shown in Table 2. 

 
Table 4. Seasonal indexes for each peak time point 
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Fig. 5. Traffic flow forecasting errors for week days by different models 

week days peak week end peak 

Time Seasonal  
index Time Seasonal 

 index Time Seasonal  
index Time Seasonal 

 index 
peak 6-7 o’clock 1.0832 peak 15-16 o’clock  1.0012 peak 6-7 o’clock 0.5831 peak 15-16 o’clock 1.0011 
peak 7-8 o’clock 1.1221 peak 16-17 o’clock 0.9698 peak 7-8 o’clock 0.8693 peak 16-17 o’clock 1.0101 
peak 8-9 o’clock 0.9922 peak 17-18 o’clock  0.9486 peak 8-9 o’clock 0.9742 peak 17-18 o’clock 0.9987 
peak 9-10 o’clock 0.9363 peak 18-19 o’clock  0.8864 peak 9-10 o’clock 1.0012 peak 18-19 o’clock 0.9184 

peak 10-11 o’clock 0.8729 peak 19-20 o’clock  0.7382 peak 10-11 o’clock 1.0009 peak 19-20 o’clock 0.9322 
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Fig. 6. Traffic flow forecasting errors for weekends by different models 

Table 5. Traffic flow forecasting results for weekdays 
TIME Actual SRVRCSA(GF) RVRCSA(GF) DSHWES SARIMA 

6-7 o’clock Apr.22 3770     4075 3762 3982 3939 
7-8 o’clock Apr.22 4455 4461 3976 4543 3815 
8-9 o’clock Apr.22 3451 3445 3472 4198 3215 

9-10 o’clock Apr.22 2315 2821 3013 2876 1821 
10-11 o’clock Apr.22 1661 2144 2456 1864 2230 
15-16 o’clock Apr.22 2056 2057 2055 2167 1919 
16-17 o’clock Apr.22 1842 1815 1872 1987 1579 
17-18 o’clock Apr.22 1570 1653 1743 1762 1420 
18-19 o’clock Apr.22 1233 1499 1692 1433 1110 
19-20 o’clock Apr.22 1127 1189 1611 1209 1309 
6-7 o’clock Apr.23 3758 4066 3754 4019 3815 
7-8 o’clock Apr.23 4418 4515 4024 4512 3754 
8-9 o’clock Apr.23 3416 3394 3421 4112 3242 

9-10 o’clock Apr.23 2312 2693 2876 2985 1818 
10-11 o’clock Apr.23 1766 2335 2675 1988 2377 
15-16 o’clock Apr.23 1951 2101 2098 2074 2300 
16-17 o’clock Apr.23 1875 1845 1901 2011 1537 
17-18 o’clock Apr.23 1660 1602 1689 1629 1321 
18-19 o’clock Apr.23 1240 1358 1532 1502 1207 
19-20 o’clock Apr.23 1166 1045 1416 1198 1370 
6-7 o’clock Apr.24 3613 3897 3598 3876 3680 
7-8 o’clock Apr.24 4055 4515 4024 4322 3730 
8-9 o’clock Apr.24 3061 3162 3187 3964 3232 

9-10 o’clock Apr.24 2196 2403 2567 2885 1841 
10-11 o’clock Apr.24 1712 2018 2312 2100 2502 
15-16 o’clock Apr.24 1946 2004 2002 2045 2254 
16-17 o’clock Apr.24 1813 1761 1816 1823 1499 
17-18 o’clock Apr.24 1773 1670 1792 1437 1243 
18-19 o’clock Apr.24 1383 1397 1576 1276 1289 
19-20 o’clock Apr.24 1129 1098 1488 1198 1429 

RMSE  2.49 4.30 3.61 4.66 
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Table 6. Traffic flow forecasting results for weekends 
TIME Actual SRVRCSA(GF) RVRCSA(GF) DSHWES SARIMA 

6-7 o’clock Apr.25 906 724 1242 765 1070 
7-8 o’clock Apr.25 1414 1228 1413 1357 1387 
8-9 o’clock Apr. 25 1574 1537 1578 1489 1598 

9-10 o’clock Apr. 25 1742 1691 1689 1659 1673 
10-11 o’clock Apr. 25 1802 1714 1713 1766 1728 
15-16 o’clock Apr.25 1882 1791 1789 1729 1712 
16-17 o’clock Apr.25 1877 1784 1766 1795 1604 
17-18 o’clock Apr.25 1757 1741 1743 1688 1568 
18-19 o’clock Apr.25 1448 1452 1582 1562 1406 
19-20 o’clock Apr.25 1353 1327 1424 1413 1307 
6-7 o’clock Apr. 26 516 625 1072 798 1025 
7-8 o’clock Apr. 26 689 1102 1268 1298 1151 
8-9 o’clock Apr. 26 1004 1321 1356 1365 1345 

9-10 o’clock Apr. 26 1521 1526 1525 1611 1386 
10-11 o’clock Apr. 26 1624 1593 1592 1789 1464 
15-16 o’clock Apr.26 1526 1574 1573 1723 1550 
16-17 o’clock Apr.26 1580 1557 1541 1604 1515 
17-18 o’clock Apr.26 1410 1476 1478 1566 1425 
18-19 o’clock Apr.26 1193 1203 1310 1512 1378 
19-20 o’clock Apr.26 1129 1168 1253 1375 1403 

RMSE  1.85 3.32 3.29 3.41 
 
The well-trained models, SARIMA, DSHW, RVRCSA, and SRVRCSA, were applied to 

forecast the traffic flow during the weekday/weekend period. Tables 5 and 6 show the actual 
values and the forecast values obtained using the various forecasting models in the weekday 
peak and the weekend peak, respectively. Fig. 5 and 6 are provided to clearly illustrate the 
forecasting errors among the different models in the weekday peak and the weekend peak, 
respectively. The RMSE values for each peak hour were calculated in order to make a fair 
comparison between the proposed models with other alternative models. The proposed 
SRVRCSA model resulted in smaller RMSE values than the SARIMA, DSHW, and 
RVRCSA models for capturing traffic flow patterns on an hourly average basis. Clearly, the 
seasonal adjustment employed here is proficient in dealing with cyclic peak data forecasting 
problems. 

6 Conclusions 
This paper compares and analyzes the forecasting performance of the RVRCSA traffic flow 
forecasting model when using the Polynomial Function, Gaussian Function, Symmetric 
Triangle Function, Cauchy Function, Laplace Function, Squared Sin Cardinal Function, and 
other kernel functions, respectively. Based upon the results obtained in this study, it is 
recommended that the Gaussian kernel function be selected for the RVRCSA traffic flow 
forecasting model that is based on combining the relevance vector with the chaotic genetic 
optimization traffic flow forecasting model. Founded on this, RVRCSA was added to the 
RVRCSA model, and the seasonal change of weekday and weekend traffic flow was taken 
into consideration. Then, a traffic flow forecasting model by hybrid chaotic simulated 
annealing optimization with seasonal RVR was proposed. The experiments revealed that the 
employed seasonal adjustment is proficient in dealing with cyclic peak data forecasting 
problems. 
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Future research includes: 
1. The general consideration of more traffic state effect factors, such as traffic flow 

seasonal change, average speed, and lane occupancy rate data in order to build a 
more precise model. 

2. The use of multiple kernel functions or a seasonal kernel function structure. 
3. The performance of deep research on the amount of sample selection in relevance 

vector machine traffic flow forecasting.  
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