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Abstract 
 

Coverage problem is a research hot spot in directional sensor networks (DSNs). However, the 
major problem affecting the performance of the current coverage-enhancing strategies is that 
they just optimize the coverage of networks, but ignore the maximum number of sleep sensors 
to save more energy. Aiming to find an approximate optimal method that can cover maximum 
area with minimum number of active sensors, in this paper, a new scheduling algorithm based 
on learning automata is proposed to enhance area coverage, and shut off redundant sensors as 
many as possible. To evaluate the performance of the proposed algorithm, several experiments 
are conducted. Simulation results indicate that the proposed algorithm have effective 
performance in terms of coverage enhancement and sleeping sensors compared to the existing 
algorithms.  
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1. Introduction 

Recently, directional sensor networks consist of a large number of directional sensors have 
attracted a lot of attention duo to their wide range of applications in different fields of target 
detecting, classification, and environmental detection. Compared with traditional wireless 
sensor networks, directional sensor networks can gather much richer information in the form 
of images or videos, and provide more detailed data about the environment [1]. The most 
distinguishing characteristic of directional sensor networks is that the sensing angle is limited 
due to technical constraints or cost considerations [2].  The sensing range of each directional 
sensor is a sector of disk, and each sensor can rotate sensing direction to monitor different 
regions.  

One major problem in directional sensor networks is the coverage problem which reflects 
how well the target region is monitored.  This problem handles the ability of the network to 
cover a certain area or certain events. Coverage problem can be categorized as three different 
types [3].  
 Area coverage:  covering the whole area of the network is the main objective of area 

coverage problem. 
 Target coverage: Aiming to cover a set of stationary or moving points in monitoring 

region. 
 Barrier coverage: minimizing the probability of undetected intruders through the 

barrier or sensor network. 
In this paper, we focus on area coverage problem with aiming at enhancing coverage and 

closing redundant sensors as many as possible. The main method to solve this problem is to 
adjust sensing direction of sensors to enhance coverage, meanwhile, shut off redundant 
sensors. A leaning automata-based algorithm is proposed which consists of two phrases: area 
coverage enhancement and sleeping redundant sensors. In the first phrase, a learning automata 
strategy based on a novel overlapping sensing ratio is adopted to enhance area coverage. 
Subsequently, a learning automata scheduling method based on sensor working state is 
presented to close redundant sensors so that energy consumption is reduced. Experimental 
results demonstrate that our proposed algorithm outperforms the existing methods in terms of 
coverage enhancement and shutting off redundant sensors. 

The main results and contributions are summarized as follows: 
 To the best of our knowledge, this work is first to tackle the area coverage with 

minimum number of sensors in directional sensor networks, based on learning 
automata. 

 We use the notions of  ineffective field of view and effective overlapping sensing area 
to derive an expression of overlapping sensing ratio for avoiding the sensing region of 
sensors falling outside monitoring region and overlapping with those of its neighbor 
sensors. 

 We use an improved learning automata-based strategy to enhance area coverage in 
DSNs with better convergence speed. Subsequently, a learning automata scheduling 
method is present to shut off redundant sensors. 

The remainder of this paper is organized as follows, In Section 2, related work is briefly 
summarized. In Sect 3. The problem statement is given. Section 4 briefly reviews the learning 
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automata theory. In Section 5 the proposed algorithm is presented. A series of simulation 
results are given in Section 6. Section 7 is the conclusion. 

2. Related Work 
Coverage enhancement, network connectivity, extending network lifetime are main issues 
have attracted considerable attention in directional sensor networks [4]. Coverage problem is 
the fundamental issue that reflects the quality of a monitoring region being detected, it can be 
classified as area coverage, target coverage and barrier coverage [3]. Several studies could be 
found that attempted to solve coverage problem in WSNs. Cardei et al [5] introduced the target 
coverage problem and modeled it as disjoint cover sets in which each cover set can monitor all 
targets. In [6], the authors presented two greedy algorithm for maximizing the number of cover 
sets to extend the network lifetime. Gupta et al [7] studied stochastic k-coverage and 
connectivity estimation model inWSNs with boundary deployment, and derived probabilistic 
expressions for k-coverage and connectivity using exact geometry.In [8-9], the authors 
proposed learning automata to solve the target coverage problem in WSNs. Mostafaei [10] 
modeled barrier coverage in WSNs as a stochastic coverage graph, and proposed a distributed 
learning automata-based algorithm to find near minimum reqiured number of sensors to 
construct sensor barrier path. Aiming at target coverage problem in WSNs with adjustable 
sensing ranges, Mohamadi et al [11] presented a learning automata-based algorithm to select a 
number of sensors with minimum energy consumption to monitor all the targets. Esnaashari et 
al [12] taken advantage of global optimiztion capability of learning automata to solve the 
problem of dynamic target coverage in WSNs. A learning automata-based algorithm is 
proposed to select minimum number of sensors for covering a desired portion of the 
monitoring region of interest preserving the connectivity in WSNs [13]. 

The above algorithms do not receive appropriate performance in directional sensor 
networks because of limited sensing angle of sensors. Consider target coverage and 
connectivity problems in heterogenous directional sensor networks (HDSNs),  Li et al [14] 
presented a learning automata-based method to choose cover-set that can cover all targets, 
simultaneously, preserve connectivity of HDSNs. Cai et al [15] introduced the multiple 
directional cover sets problem (MDCS), and proposed a feedback algorithm based on linear 
programming to organize the directions of sensors into a group of non-disjoint cover sets to 
prolong the network lifetime. Aiming at MDCS problem, a shortest path from target to sink 
(SPTS) – greedy algorithm is proposed to construct non-disjoint cover sets for extending the 
network lifetime [16]. Wang et al [17] proposed a genetic algorithm based on priority 
associated with each target for target coverage problem, a minimum subset of sensors that can 
monitor all targets was constructed. In [18], Aiming to reducing coverage redundancy as well 
as energy consumption in maximum target coverage with minmum number of sensors 
problem (MCMS), a distributed clustering algorithm was presented to gather sensors into 
clusters minimize the coverage redundancy and maximize the number of sleeping sensors. 
Recently, learning automata has attracted a wide interest in the field of target coverage 
problem in directional sensor networks. In [19], learning automata is used to find a 
near-optimal solution that can cover all targets with the minimun number of active sensor. 
Besides, four different learning automata-based algorithms are proposed to construct cover 
sets so that the network lifetime is extended. To solve priority-based target coverage problem 
(PTC), a learning automata-based algorithm is proposed to organize the sensors into several 
cover sets in such a way that each cover set can satisfy coverage reqirements of all the targets 
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[20]. In [21], authors presented a new scheduling algorithm based on distributed learning 
automata for solving the connected target coverage problem in directional sensor networks.  

Serveral studies have been found to solve area coverage problem in directional sensor 
networks. Liu et al [22] studied coverage prediction and number estimation model for 
directional sensor networks by consideration of boundary effect, a probability-based model is 
proposed to evaluate the area coverage and the number of sensors reqiured to obtain a certain 
area coverage rate. In [23], authors studied the maximun diractional area coverage (MDAC) 
problem, a distributed greedy algorithm is used to find approximate optimal solution. Tezcan 
et al [24] considered the presence of obstacles in the area, and presented a distributed 
algorithm based on sectional neighbor nodes and obstacles. Tao et al [25] first proposed the 
virtual potential field theory for solving area coverage problem of directional sensor network 
by introducing sensing centroid concept innovatively. 

Zhao et al [26] proposed a virtual centripetal force-based coverage enhancing algorithm in 
wireless multimedia sensor networks by introducing the concept of centripetal force and 
sensing area grid and defining overlapping sensing ratio. In the algorithm of VCFCEA, new 
sensing blanks may generate when all redundant sensors are shut off in one-time to extend the 
network lifetime, and the convergence of the algorithm is slow. To solve these problems, Chen 
et al [27] proposed a tranditional overlapping sensing ratio-based coverage-enhancing 
algorithm (OSRCEA). This algorithm includes two step: a priority-based strategy for 
enhancing coverage and shutting off redundant sensors, respectively. Sensing direction can be 
adjusted according to overlapping sensing ratio. After area coverage enhancement, the 
redundant sensors with highest priorities shut themselves off simultaneously so that new 
sensing blanks may be generated. In algorithms of VCFCEA and OSRCEA, the authors did 
not take boundary effect into consideration.When the sensing range of sensor falls outside 
monitoring region, the tranditional overlapping sensing ratio ignors the boundary effect so that 
accuracy of adjusting sensing direction is not enough. 

Considering the drawbacks of current algorithms (OSRCEA and VCFCEA) for area 
coverage in directional sensor networks.  In this paper, we define the concepts of effective 
field of view (EFOV), ineffective field of view (IEFOV), effective overlapping sensing area 
(EOSA) and overlapping sensing ratio (OSR). Moreover, a new learning automata-based 
algorithm is designed to enhance area coverage and shut off redundant sensors, respectively. 
The proposed algorithm intend to construct a set of directional sensors that can cover 
maximum area with minimum number of active directional sensors.   

3. Problem statement 

3.1 Network model 
In this paper, we focus on the following scenario. A large number of directional sensors are 
randomly deployed within a two-dimensional monitoring region. Each sensor has several 
selectable sensing directions, and only one sensing direction is in working state at each unit of 
time, which is called working direction. After random deployment of directional sensor 
networks, each sensor initially selects one of its directions as working direction, and the 
working direction determines the active sensing range.  A region is said to be covered if any 
point in the region is covered. It should be noticed that some overlapping sensing regions 
covered simultaneously by neighboring sensors may be generated. 
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Fig. 1. An illustrative example of a directional sensor networks 

 
In this paper, all directional sensors have the following characteristics: 
 All sensors in the network are homogeneous, i.e. the same sensing radius, the same 

field-of-view (Fov) angle, etc. 
 All sensors are located at fixed position and their sensing direction is adjustable. 
 Sensor knows its own position and sensing direction, and as well as related information 

of its neighboring sensors. 
The following notations are used throughout this paper: 
   the number of directional sensors  
   the number of sensing directions per sensor 
     the sensor,  
   the  sensing direction of sensor ,  
    the set of sensors. 
Fig. 1 shows an example of directional sensor networks. In this example, 

represents a set of sensors. Each sensor has four sensing directions and 
indicates the sensing directions of . The current working directions of ,  and  are 
denoted as ,  and , respectively.  

Problem: How to adjust sensing directions of each sensor so that the area coverage is 
enhanced, at the same time, how to find a subset of sensors in DSNs that can cover points in 
monitoring region as many as possible.  

3.2 Directional sensing model 

Directional sensors are randomly scattered to monitor a bounded region. Each sensor  has a 
sensing radius , a Fov angle , and an orientation (direction) vector , which together 
define the sensing sector (Fig. 2). We use  to denote the  sensor. Without ambiguity,  
also denotes the sensor’s position. A point  is covered by a sensor  if is in the sensing 

sector of , that is,  and , where  is the vector from to . 
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Fig. 2. Directional sensing model 

3.3 Notations and definitions 
In this section, a grid model in [27] is adopted to calculate overlapping sensing region 
accurately. Fig. 3 shows that the sensing radius r  and the Fov angle 2α  are equally divided 
into P  and Q , respectively, so the sensing region is divided into P Q× . The center point of 
each grid is regarded as the grid’s position. The area of a grid located in p -row- q -column is 
denoted as:  

2 2 2( ( 1) ) ( ) ( )ipq
rAG p p
P Q

α
= − − × ×                                      (1) 

 
It can be noted that the area of each grid is just related to the row variable p , while the other 

parameters are constant. 
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Fig. 3. Division of sensing area and computation of effective field of view 
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Definition 1 Effective Field-of-view (EFOV): The sensing region of a sensor interacts 
with the monitoring region is defined as effective field-of-view, as shown in Fig. 3. It is 
assumed that Ω  denotes the monitoring area. Given that ipqG  represents a covered mark of p

-row- q -column of sensor is , if a grid in p-row-q-column is within Ω , 1ipqG = ; otherwise 
0ipqG = . EFOV is mathematical expressed as follow.  

1 1

QP

ipq ipq
p q

EFOV G AG
= =

= ×∑∑                                                 (2) 

 
 Definition 2 Ineffective Field-of-View (IEFOV): The sensing region of sensor falling 

outside monitoring area Ω  is called as IEFOV (Fig. 3). Given that 2FOV rα=  represents the 
sensing region of sensor is . According to the definition, IEFOV is denoted as 
IEFOV FOV EFOV= − . 

Definition 3 Effective Overlapping Sensing Area (EOSA):  The EFOV of is  interacts 
with the EFOV of its all neighbor sensors is defined as effective overlapping sensing area (Fig. 
4.). ijpqC  denotes a covered mark of p -row- q -column grid in  EFOV of sensor is , if this grid 
in p -row- q -column is covered by EFOV of neighboring sensor js , then 1ijpqC = ; otherwise 

0ijpqC = . Given that ( )iN s  is a set of neighbor sensors of is . EOSA is expressed as follow.  
 

      
| ( )|

1 11

iN s QP

ijpq ipq
p qj

EOSR C AG
= ==

 
= ⋅ 

 
∑∑G

                                            (3) 

 
Definition 4 Overlapping Sensing Ratio (OSR): (6): It could be defined as the ratio 

between the sum of IEFOV  & EOSA  and FOV  (Fig.5.), denoted as follows. 
 

IEFOV EOSAOSR
FOV
+

=                                                     (4) 
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Fig. 4. Computation of effective overlapping sensing area 
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Fig. 5. Computation of overlapping sensing ratio  

4. Learning automata 
A learning automaton refers to an adaptive decision-making unit improving its own 
performance through learning how to choose the optimal action from a finite set of actions and 
performs it on a random environment [28]. To achieve this goal, it interacts continuously with 
a random operating environment. Learning automaton starts its operation by selecting one of 
its available actions based on its action probability vector. The chosen action is then served as 
the input to the random environment. Afterwards, using a reinforcement signal, the 
environment responds to the taken action. The action probability vector of learning automaton 
is updated according to the reinforcement feedback given by the environment. Generally, a 
learning automaton aims at finding the optimal action from the action-set in a way that the 
average reward received from the environment could be maximized [29-30].as shown in Fig. 
6.  
 

Random Environment

Learning Automation

r1{ ,..., }β β β= r1{ ,..., }aaa  =

r1{ ,..., }c c c=
 

Fig. 6. Learning automata 
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4.1 Random environment 
The environment of LA is defined by a triple ( , ,c)E α β=  [28] where: 

1 2 r{ , ,..., }α α α α=  is the set of inputs 

1 2 r{ , ,..., }β β β β=  is the set of outputs  

1 2 r{ , ,..., }c c c c=  is the set of penalty probabilities. Each element ic  is associated with an 
element of iα . 

Depending on if ic is constant or variable, the environment is categorized as stationary or 
non-stationary, respectively. Based on the nature of reinforcement signal β , the environment 
can be classified into P-model, Q-model, and S-model. P-model refers to an environment in 
which the reinforcement signal is able to take only two binary values 0 and 1. Q-model is an 
environment in which a finite number of the values in the interval [0, 1] can be taken by the 
reinforcement signal. Finally, in an S-model of the environment, the reinforcement signal is a 
continuous random variable that assumes values in the interval [a, b]. 

4.2 Learning automation 
Learning automata can be categorized into two main groups [28]: fixed structure LA and 
variable structure LA. Variable structure LA are represented by a triple ( , , )Lβ α , where

1 2 r{ , ,..., }β β β β=  signified the set of inputs , 1 2 r{ , ,..., }α α α α=  represents the set of actions, 
and L  is the learning algorithm that is a recursive relation used for updating the action 
probability vectors. The action, denoted as ( )i kα , is selected by learning automata and ( )p k  
represent the probability vector defined over the action-set at stage k . Let ( )ip k  denote action 
probability related with action ( )i kα . Let a  represent the reward parameter that determines 
the amount of increase of the action probability values. And let b  signify the penalty 
parameter determining the amount of decrease of the action probability values. Let r  denote 
the number of actions that learning automaton can take.  At each stage k , if the chosen action 

( )i kα  is rewarded by random environment, the action probability vector will be updated 
according to Eq.5. On the other hand, if the action is penalized by random environment, the 
action probability vector will be updated according to Eq.6. 
 

( ) [1 ( )]
( 1)

(1 ) ( )
j j

j
j

p k a p k
p k

a p k
+ −+ =  −

    
j i
j i
=

∀ ≠
                                      (5) 

(1 ) ( )
( 1)

/ ( 1) (1 ) ( )
j

j
j

b p k
p k

b r b p k
−+ =  − + −

   
j i
j i
=

∀ ≠
                                  (6) 

 
In the above equations, If a b= , the recurrence equations are called the linear 

reward-penalty ( R PL − ) method; If a b , those equations are called the linear reward- ε  

penalty ( R PL ε− ) method; and if 0b = , they are called the linear reward-inaction ( R IL −  ) method. 
In the last condition, once the chosen action is penalized by the environment, the action 
probability vectors remain unchanged. 
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5. Proposed algorithm 
Coverage and energy consumption are major problems in directional sensor networks. Aiming 
at covering maximum area with minimum number of active sensors to enhance coverage and 
reduce energy consumption, a learning automata-based on overlapping sensing ratio is 
designed to enhance area coverage. Subsequently, a learning automata based on sensor 
working state is proposed to shut off redundant sensors for saving more energy. 

5.1 Learning automata-based algorithm for adjusting sensing direction 
(LAASD) 
In this phase, the learning automata network is constructed by assigning a learning automation 
to each direction sensor. The constructed network can be modeled by a duple ,A α< > , where  

1( ,..., )NA A A=  denotes a set of learning automata assigned to the sensors. By constantly 
interaction with random environment, learning automation is in charge of choosing 
near-optimal sensing direction among the directions of its corresponding sensors as current 
working direction. Whereas, 1 N( ,..., )α α α=  denotes action sets that can be taken by A .  
Element 1( ,..., )i i iMα α α=  represents the action set of iA . Where, action ijα  corresponds to the 

selection of the thj  sensing direction of sensor is . Let 1( ,..., )Np p p=  denotes the action 
probability vectors of the network of learning automata. Element 1( ,..., )i i iMp p p=  represents 
the action probability vector of learning automation iA , where ijp  is corresponding to the 

choice probability of action ijα  , and 1
N

ij
j

p =∑ . This phrase is an iterative algorithm consists 

of several stages where k  denotes the thk stage. At the beginning of the algorithm ( 0k = ), the 
action probability vector of learning automation iA  is defined as 

1( )
| ( ) |ij

i

p k
kα

=   , 0ij i kα α∀ ∈ =                                              (8) 

Where | ( ) |i kα  represents the number of actions that learning automaton can take, also 
indicates the number of sensing directions of is .  
 
Phrase 1: Learning automata-based algorithm for adjusting sensing direction (LAASD) 

Input :  Directional sensor networks 
Output:  The appropriate working directions 
Begin 

Do 
 Assign learning automation to sensor is  
         Automation iA  randomly selects one of its actions(i.e, a working direction) 
 Compute its corresponding OSR  
 If ( thrOSR OSR≤ )  then 
     Reward the selected action by automation iA  
 Else 
     Penalize the selected action by automation iA  
 End if 
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 1k k= +  
While ( max{ ( )} ||ij thr thrp k P k K≤ ≤ ). 

end 
 
The algorithm LAASD runs into a number of iterations at each of which learning 

automation corresponding to each sensor selects an action from action set based on its action 
probability vector and decides to update its action probability vector. Then, the action 
probability vector of learning automation is updated according to the formulas in Eq.5 and 
Eq.6 

In order to obtain better convergence speed, we modify the reward and penalty parameters. 
These parameters could be expressed as follows: 
 

, (0,1]FOV EOSRb a
FOV

ε
ε

−
= = ∈

+
                                              (9) 

 

The pseudo code of LAASD is shown as Phrase 1, this phrase can be briefly described as 
follows. Each of learning automations randomly chooses a sensing direction of its 
corresponding sensor as working direction. At each iteration, if OSR  exceed a specified 
threshold thrOSR , the chosen action ijα  could be penalized, and the action probability vector 

ijp  associated with ijα  is updated according to Eq.6. On the other hand, if the action is 
rewarded by random environment, the action probability vector will be updated according to 
Eq.5. Each learning automation independently stops its action selection process in two 
conditions: the selection probability of one of its action exceeds the predefined thrP  or the 
number of iterations exceed the threshold thrK .  

5.2 Learning automata-based algorithm for shutting off redundant sensors 
(LAASRS) 
After the enhancement of area coverage, a learning algorithm based on sensor working state is 
proposed to shut off redundant sensors so that the energy consumption is reduced in 
directional sensor networks.  

In this phrase, the constructed network can be modeled by a duple ,A α< > , where 
1( ,... )NA A A=  represents the set of learning automation assigned to the sensors. These LA are 

in charge of selecting near-optimal working state among the working states of their own 
corresponding sensors as current working state. Whereas 1 N( ,..., )α α α=  represents the action 
sets that can be selected by A . Where, ( , )i active sleepa =  defines the working state of sensor 

is . Let 1( ,..., )Np p p= ,  in which , ,( , )i i active i sleepp p p= , denotes the action probability vectors of 
the network of learning automata. This phrase is also an iterative algorithm consists of several 
stages where k  denotes the thk stage. At the beginning ( 0k = ), the action probability vector of 
learning automation iA  is defined as 

, ,
1( ) ( ) 0.5

| ( ) |i active i sleep
i

p k p k
ka

= = =   0k =  

 
The pseudo code of LAASRS is shown as in Phrase 2. In this phrase, a learning automation 

selects an action from action set based on its action probability vector, and decides to update 
its action probability vector. This phrase can be briefly described as follows. 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 11, NO. 10, October 2017                            4815 

(1) If the selected action corresponding to is  is active : If iOSR  exceeds a certain threshold 

thrOSR , the chosen action active  is penalized by random environment, the related action 
probability vector will be updated according to Eq.6. At the same time, the working state of 
sensor is changed to sleep ; otherwise, the action active  will be awarded by the random 
environment according to Eq.5. 
 

Phrase 2: Learning automata-based algorithm for shutting off redundant sensors (LAASRS) 
Input :  Wireless Multimedia Sensor Networks after coverage enhancement 
Output:  The active sensors  
Begin 

Do 
 Assign learning automation to sensor is  
         Automation iA  randomly selects one of its actions ( , )active sleep  
 Compute its corresponding iOSR  
 If ( active )  then 
     If( thrOSR OSR≥ )  then Penalize the selected action active , set is  be sleep  
         Else Reward the selected action active  using automation iA  
     End if 
 Else 
     If( thrOSR OSR≥ )  then  Reward the selected action sleep  using automation iA  

Else Penalize the selected action sleep , set is  be active  
     End if 

 End if 
  1k k= +  

While ( max{ ( )} ||ij thr thrp k P k K≤ ≤ ). 
Select optimal sensors as active according to their corresponding action probability 

vectors 
end 

 

(2) If the selected action corresponding to is  is sleep : If iOSR  exceeds a certain threshold

thrOSR , the chosen action sleep  is rewarded by random environment, the action probability 
vector will be updated according to Eq.5; otherwise, the action sleep  will be penalized by the 
random environment according to Eq.6. At the same time, the working state of sensor is 
changed to active . 

6. Simulation results 
Authors [27] have demonstrated that the algorithm OSRCEA gained better performance than 
VCFCEA in terms of coverage enhancement and energy consumption. In order to simplify the 
experiment, in this section, the extensive comparison between the proposed algorithm and 
OSRCEA is presented. It is assumed that all sensors of directional sensor networks are 
homogeneous. The main parameters involved in the experiment are listed in Table 1. 

Fig. 7 shows the convergence of LAASD and OSRCEA. The parameters of this experiment 
are as follows: the number of sensors is 100, sensing radius is 60m and the Fov angle is 90o. In 
order to obtain more stable data, this experiment is repeated 30 times and the mean value is 
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obtained. It is can be seen that LAASD is convergent and has a faster convergence rate than 
OSRCEA. With the increase of adjusting times, the coverage ratio is increasing continuous. 
After 10 adjustments, LAASD has reached a stable state, and the coverage ratio is increased to 
75.5%. The algorithm OSRCEA was not stable until the 11th adjustment, and the coverage 
ratio is only increased to 73.8%.  
 

Table 1. Experimental parameters 
Parameter Variation 

Length of monitoring area L  500m*500m 
Number of sensors N  50, 100, 150, 200, 250, 300 

Sensing radius r  20m, 30m, 40m, 50m, 60m, 70m 
Fov angle 2α  15o, 30o, 45o,60o, 75o, 90o, 105o 

Number of directions of per sensor M  3 
 

There is an example shown in Fig. 8, The parameters of the example are as follows: the 
number of sensors is 200, the sensing radius is 60m and the Fov angle is 90o. Fig. 8a indicates 
the initial coverage ratio of the example is 82.2%. Fig. 8b shows the coverage ratio is 
enhanced to 96.16% after 20 adjustments of sensing direction, but many redundant sensors 
still exist in the network. In order to save energy of sensors, LAASRS is adopted to shut off 
redundant sensors, as shown in Fig. 8c. After 9 iterations, 47 redundant sensors are closed. It 
can be seen that the coverage loss is very small and the coverage ratio is still maintained at a 
high level of 95.72%. 

 
Fig. 7. Comparison of convergence rate 

 

 
a  Initial coverage ratio               b 20th step coverage ratio       c  Coverage with active sensors 

Fig. 8.  Example of coverage enhancement and redundant sensors-shutting off 
(a. Initial coverage ratio is 82.2%  b. 20th step coverage ratio is 96.16% c. Number of active sensor is 153, 

coverage ratio is 95.72%) 
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6.1 Impact of the number of sensors 
In this experiment, the number of sensors is ranged between 50 and 300 with incremental step 
50, the sensing radius is 60m and the Fov angle is 90o. As shown in Fig. 9, whether the 
network is dense deployment or sparse deployment, LAASD obtains better coverage 
increment ratio than OSRCEA. This is because with the increase of number of sensors, a large 
number of sensors could fall in boundary region of monitoring region, algorithm LAASD is 
used to adjust working direction to avoid the IEFOV and EOSA, but algorithm OSRCEA 
ignore reducing IEFOV of sensors by adjustment of its working direction. Specially, when the 
number sensors is 100, the increment ratio of LAASD is over 30%, whereas, the increment 
ratio of OSRCEA is 25%.  

Fig. 10 indicates the effect of different sensor scale on the number of closed sensors. When 
the number of sensor is greater than 100, LAASRS has better performance in shutting off 
redundant sensors than OSRCEA. Because redundant sensors with highest priorities shut 
themselves off in OSRCEA simultaneously, new sensing blanks may be generated, and 
redundant sensors with lower priorities may be selected to cover new sensing blanks. 

 
Fig. 9. Influence of sensor scale on the increment ratio 

 
Fig. 10. Influence of sensor scale on the number of closed sensors 
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6.2 Impact of the sensing radius 
In this experiment, the sensing radius is ranged between 20m and 70m with incremental step 
10, the number of sensors is 200, and the Fov angle is 90o. Fig. 11 indicates LAASD gets 
higher increase of coverage ratio than OSRCEA. This is because with the increase of sensing 
radius, the sensing region of sensor could fall outside monitoring region with a high 
probability. LAASD can decrease IEFOV of sensor by adjustment of its working direction. 
Specially, when the sensing radius is in the range of 30m-60m, it can be noted that the 
increment ratio of LAASD is over 17%. To gain the same increment ratio of coverage in 
OSRCEA, the sensing radius should be in range of 40m-60m. After all sensors keep stable, 
LAASRS is adopted to shut off the redundant sensors. 

Fig. 12 shows the effect of different sensing radius on the number of closed sensors. When 
the sensing radius is greater than 40m, LAASRS obtains better performance in shutting off 
redundant sensors than OSRCEA. With the increase of sensing radius, more sensing blanks 
may be appeared after using OSRCEA to closing redundant sensors with highest priorities 
simultaneously.  

 
Fig. 11. Influence of sensing radius on the increment ratio 

 
Fig. 12. Influence of sensing radius on the number of closed sensors 
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6.3 Impact of the sensing Fov 
The sensing Fov angle is ranged between 15o and 105o with incremental step 15o, the number 
of sensors is 200, and the sensing radius is 60m. Similar to Experiment 2,  Fig. 13 shows that 
LAASD achieves better increment ratio than OSRCEA. Base on analysis of increase of 
sensing Fov, it can be seen that the sensing region of sensor could fall outside monitoring 
region with a high probability. LAASD is proposed to reduce IEFOV and EOSA of sensor by 
adjustment of its working direction, but algorithm OSRCEA only focus on EOSA of sensor 
and neglect the IEFOV of sensor so that it achieves a worse performance than LASSD in 
coverage enhancement. When the Fov angle is in the range of 15o and 75o, the increment ratio 
of LAASD is more than 20%. In order to achieve a coverage growth ratio of 10% in algorithm 
OSRCEA, the range of Fov angle should be 35o and 50o . 

Fig. 14 indicates the effect of different sensing Fov on the number of closed sensors. When 
the sensing Fov is greater than 45o, LAASRS obtains better performance in shutting off 
redundant sensors than OSRCEA. With the increase of sensing Fov, more sensing blanks may 
be appeared after using OSRCEA to closing redundant sensors with highest priorities 
simultaneously.  

 
Fig. 13. Influence of sensing FOV on the increment ratio 

 
Fig. 14. Influence of sensing Fov on the number of closed sensors 
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7. Conclusion 
In this paper, a learning automata-based algorithm for area coverage is presented, which 
consists of two phrases: area coverage enhancement(LAASD) and sleeping redundant 
sensors(LAASRS). In order to solve this problem more effectively, some new concepts(EFOV, 
IEFOV, EOSA and OSR) are proposed to measure the effects of neighboring sensors. In the 
phrase of LAASD, the selection of sensing directions of sensor is obtained according to the 
OSR. Subsequently, For closing more redundant sensors to save more energy, the second 
phrase of LAASRS intends to shut off redundant sensors based on the OSR and the current 
working states of sensors. Compared with OSRCEA, the proposed algorithm are more 
effective to enhance arec coverange and reduce more energy consumption. The simulation 
results demonstrate that the proposed algorithm outperform the existing algorithm in terms of 
coverage enhancement and energy consumption. 
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