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Abstract 

 
In this paper, maximum likelihood-based automatic lexicon generation using mixed-syllables 
is proposed for unlimited vocabulary voice interface for East Asian languages (e.g. Korean, 
Chinese and Japanese) in AI-assistant based interaction with mobile devices. The 
conventional lexicon has two inevitable problems: 1) a tedious repetition of out-of-lexicon 
unit additions to the lexicon, and 2) the propagation of errors during a morpheme analysis and 
space segmentation.  

The proposed method provides an automatic framework to solve the above problems. The 
proposed method produces a level of overall accuracy similar to one of previous methods in 
the presence of one out-of-lexicon word in a sentence, but the proposed method provides 
superior results with the absolute improvements of 1.62%, 5.58%, and 10.09% in terms of 
word accuracy when the number of out-of-lexicon words in a sentence was two, three and four, 
respectively.  
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1. Introduction 

Intelligent Personal Assistants (IPAs) provide a new way for people to interact with mobile 
devices [1-2]. This type of interface has attracted worldwide interest, largely due to its 
improved unlimited vocabulary voice recognition [3]. This improvement is mainly attributed 
to an automatic re-training of the recognizer using accumulated number of spoken queries. 

The goal of a voice interface is producing a word series from a human speech signal. The 
system computes a series of the most probable words, denoted as W from Y, which is an 
acoustic vector series. Because the number of possible Y is infinite, the following Bayes’ 
theorem is applied as in Equation (1):  

 
𝑊𝑊� = argmax𝑊𝑊 𝑃𝑃(𝑊𝑊|𝑌𝑌) = argmax𝑊𝑊

𝑃𝑃(𝑊𝑊)𝑃𝑃(𝑌𝑌|𝑊𝑊)
𝑃𝑃(𝑌𝑌) ∝ argmax𝑊𝑊 𝑃𝑃(𝑊𝑊)𝑃𝑃(𝑌𝑌|𝑊𝑊)  (1) 

 
In Equation (1), P(Y) is the probability of acoustic vector series Y, which is independent 

from W, hence, Y can be ignored when searching for the word series with the maximum 
probability. In the end, the voice recognition suggests a word series that yields the highest 
product of P(W) and P(Y|W). P(W), the probability for W, is calculated from a Language 
Model (LM).  P(Y|W) is to be provided using an Acoustic Model (AM) for W. Before modeling 
AMs and LMs of a voice recognition, it is necessary to select a group of words depending on a 
domain of corpus. This set of words is called the lexicon of the voice interface. The decoder 
then searches for the word sequence with the highest probability.  

Many unsupervised learning algorithms have been developed for the re-training of acoustic 
and language models [4-5]. In addition, the cloud computing community has reported many 
successful implementations of a large-scale commercial decoder [6]. However, previous 
studies have typically been based on fixed lexicons determined before the service launch or 
based on on-the-fly updates according to a new analysis of out-of-lexicon words. Large 
numbers of spoken queries are accumulated in an IPA. Because these queries reflect a person’s 
interest at the time of communication, they frequently have out-of-lexicon words. As a result, 
out-of-lexicon words are perpetually observed. 

In European languages, the best lexicon guarantees the lowest out-of-lexicon rate. This 
lexicon is composed based on a group of full-words that are frequently used and delimited by 
spaces [7]. However, lexicons for East Asian languages such as Korean, Chinese, and 
Japanese are often composed of frequently used morphemes. Morphemes have been used as 
the smallest linguistic unit of a word in previous works [8-9]. This choice is due to three 
characteristics of East Asian languages: 1) Full-words are typically formed through a linear 
concatenation of grammatical morphemes and lexical morphemes. Table 1 shows examples of 
full-words and their corresponding morphological analysis results regarding the verb ‘write’ in 
Korean. In this table, a full-word is denoted as a sequence of its comprising syllables and 
dashes concatenating the syllables. The result of a morphological analysis is denoted as a 
sequence of composing morphemes and spaces separating the morphemes. If a morpheme has 
more than one syllable, its corresponding syllables, consonants, and vowels are concatenated 
by dashes. The root of [sseu] (meaning ‘write’ in Korean) consists of two different graphemes 
of [sseo] and [sseu] depending on the following ending graphemes.  The morphemes [b-ni-da], 
[si], and [ss] are endings to denote normal ending, honorific style and past tense, respectively. 
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2) Space marks only partially exist or are generally absent. Spacing is inconsistent, 
particularly in Korean.  For example, the past present verb ‘have explained’ can be denoted as 
[seol-myeong-hae-wat-da], [seol-myeong-hae wat-da], or [seol-myeong hae-wat-da]. 3) 
Substantial morphemes have only one syllable (e.g. [sseu], [da], [si], and [sseo] in Table 1) or 
even just one consonant or vowel (e.g. [ss] in Table 1).  

 
Table 1. Examples of full-words and their corresponding morphological analysis results in Korean 

Full-word Morphological analysis result Meaning 
[sseu-da] [sseu da] write (base form) 

[sseub-ni-da] [sseu b-ni-da] write (normal ending) 
[sseu-sib-ni-da] [sseu si b-ni-da] write (honorific style) 

[ssoss-seum-ni-da] [sseo ss seum-ni-da] wrote (past tense) 
 

In many cases, dialogue with IPAs requires domain specific knowledge, reflecting the user’s 
interest at the time of communication. If the number of words existing in the lexicon is defined, 
the number of words in the lexicon increases to enhance the coverage rate. However, 
whenever the number of words increases, the decoding process and the language model 
require a large memory capacity. There is a limitation in increasing the number of lexicon 
words for full word-based and morpheme-based lexicons. 

For these reasons, it becomes tedious to manage both full word-based and morpheme-based 
lexicons. In addition, morpheme-based lexicons used in voice recognition have problems of 
errors propagated through a morpheme analysis and a space segmentation. 

In this paper, a Maximum Likelihood (ML)-based automatically generated lexicon using 
mixed-syllables is proposed to improve the voice recognition for East Asian languages. The 
proposed method uses the ML algorithm. The ML algorithm does not require any prior 
knowledge of the target language, such as space segmentation or the results of a 
morphological analysis. This method is completely automatic. It begins with an initial lexicon 
consisting of approximately 3,900 syllables in Korean as defined by EUC-KR. The lexicon is 
expanded through the addition of pairs generated from lexicon words. A pair of lexicon words 
allows for the maximum increase in likelihood generated from the LM for a current corpus. 

As a result, the proposed method solves the two previously stated two problems. In addition, 
the proposed method produces a level of overall accuracy similar to one of previous methods 
in the presence of one out-of-lexicon word in a sentence, but the proposed method provides 
superior results when a sentence has two or more out-of-lexicon words. 

This paper is an extension of preliminary works [10-11]. Through a comparison with 
previous works, the details of the proposed method are further explained for an analysis of an 
ML-based automatically generated lexicon algorithm, and an implementation of the proposed 
method is described.  

The rest of this paper is organized as follows. Section 2 reviews previous works on lexicons 
in continuous Korean speech recognition. Section 3 explains our implementation of the 
automatic generation of ML-based mixed-syllable lexicon units for an unlimited vocabulary 
voice interface for Korean. Section 4 describes our experimental setups and results, and 
Section 5 concludes this paper. 
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2. Previous Works 
The Korean language is an agglutinative language, and has a large number of inflected forms. 
In particular, verbs are inflected heavily depending on their syntactic role. If full-words are 
used as a lexicon unit, the Korean speech recognition system will have a large number of 
lexicon words. Therefore, the system generates recognition results with a high out-of-lexicon 
rate if the size of the lexicon is limited (e.g. fewer than approximately 10,000 words) [12]. This 
becomes apparent in IPA, since the amount of speech and text queries collected in a single day 
are large order of magnitude. For this reason, at least 100,000 lexicon words are required when 
a full word-based lexicon is deployed in an IPA. 

A morpheme-based lexicon has often been used to reduce the high out-of-lexicon rate of 
full-word based lexicons [13-14]. However, this approach does not correctly show 
co-articulation in short morphemes (e.g. suffixes and word-endings). In addition, this 
approach suffers from a short lexical coverage of LMs compared to those of longer lexicon 
units such as  full-words when the same size of n-gram unit is applied. 

Pseudo-morphemes have also been proposed as an extension of a morpheme to solve the 
above two problems of morpheme-based lexicons [15-17]. The general approach to 
pseudo-morpheme generation is to concatenate frequent and short morphemes. These merged 
morpheme pairs and the other morphemes compose a lexicon of pseudo-morphemes [18-19]. 

Statistical information is applied to morpheme combination with additionally imposed 
constraints [17]. This research compared a definition of two pseudo-morphemes, one of which 
concatenates these morphemes based on knowledge, and the other based on statistics. 

According to knowledge-based definitions, morphemes are combined while maintaining 
part-of-speech (POS) tags assigned to them. Therefore, syntactic morphemes and semantic 
morphemes remain distinctive after concatenation. For an auxiliary predicative, multiple 
morphemes are combined to generate another new auxiliary predicative. This method 
generates recognition results with POS tags, but requires accurate morpheme identification 
and linguistic expertise to produce correct results. This work considers a semantic 
combination only in that the number of morpheme pairs becomes excessively large, which is 
controlled through a concatenation method with frequency. 

Statistics-based morpheme combinations attempts to reduce the LM complexity by 
concatenating selected morpheme pairs automatically, although the size of the lexicon might 
increase. A statistics-based morpheme concatenation method used three criteria: mutual 
information, morpheme-pair frequency, and unigram log likelihood. Morpheme pairs with 
high points with regard to these three criteria were concatenated repeatedly using the given 
training corpus until the complexity no longer decreases in the given training corpus. Only 
frequently occurred morphemes were considered as candidates for combination, and all 
possible morpheme concatenations were paired while excluding pairs that cause unnecessary 
conflicts for an improvement in speed. At least one of candidates has to be a syllable, and 
resultant lengths of the combined morphemes were limited based on threshold values in the 
frequency-based morpheme combination method, which effectively reduces the complexity as 
much as possible. The lowest complexity is attained when the morpheme combination was 
based on the frequency of morpheme pairs with a syllable constraint, whereas the highest  
recognition rate of the voice recognition system was achieved when the morpheme 
combination was also based on the frequency of morpheme pairs while morpheme lengths 
were limited. This work analyzed different LMs and their successful voice recognition 
performance in accordance with different definitions of pseudo-morphemes.  
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To develop an unlimited lexicon voice search, a greedy algorithm was proposed to learn the 
lexicon from large amounts of text corpus [20]. This algorithm generated a user-specified 
number of lexicon units chosen by the greedy method without focusing on semantics. As a 
result, any sentences can be generated as a series of units in this lexicon. However, the details 
of this lexicon generation method were not explained in detail and a comparison with other 
lexicons was not experimentally performed. 

A sub-word-based automatic lexicon generation method using the greedy algorithm was 
proposed to develop an unlimited Korean lexicon [10-11]. This method generated an initial 
lexicon based on monosyllabic Korean characters, and sub-word pairs that maximize 
likelihood on the training corpus were then attached to the initial lexicon. The number of 
sub-word pairs was defined based on a user-specified threshold. However, a standard for the 
likelihood and a method for determining its likelihood were not described in detail and 
experiments were not performed. This method also required a high time-complexity because 
the LM was built using bi-gram counts and tri-gram counts for computing the likelihood 
whenever a sub-word pair was generated [10]. 

A compound-finding algorithm, previously used to find sequences of lexicon units in 
English, was used in an automatic process for the training lexicon units in Japanese [21]. A 
hybrid approach was proposed based on a concatenation of morpheme units and full-word 
units [22]. A one-pass algorithm and a lexicon generation method using cross-word phone 
variation were proposed [23]. It was reported that the cross-word phone variation lexicon was 
useful for morpheme-based lexicon. 

3. Automatic Generation of ML-based Mixed-Syllable Lexicon 
This chapter describes our proposed automatic generation algorithm using the ML-based 
lexicon with mixed-syllables. For East Asian languages, a bunch of syllables can be 
segmented through a variety of methods, and each segmented result has a different meaning. 
To produce spaces between words correctly, the same sequences of syllables must be 
distinguished depending on whether syllable sequences have spaces on their right or on their 
left. Thus, the lexicon generation method requires pre-processing for a space mark between 
words in the training corpus, and post-processing for voice recognition results. 

3.1 Pre-processing for a Space between Words in Training Corpus  

The same sequences of syllables in Korean language may have a different meaning depending 
on spacing between syllables. For example, a sentence [a-beo-ji ga-bang-e deul-eo-ga-sin-da] 
means “Father is going into the bag,” whereas the same syllable sentence [a-beo-ji-ga bang-e 
deul-eo-ga-sin-da] means “Father is going into the room.” 

To learn where to put spaces, it is necessary to replace every space in the training corpus 
with a space marker. In this paper, an underscore is considered as a space marker. In addition, 
every lexicon unit is overlapped into four forms: an original lexicon unit, a unit with an 
underscore on its right, a unit with an underscore on its left, and a unit with underscores on 
both sides in the initial lexicon generation. 

For example, in the training corpus, a sentence [a-beo-ji ga-bang-e deul-eo-ga-sin-da]  is 
transformed into [a-beo-ji_ga-bang-e_deul-eo-ga-sin-da]. The lexicon unit [ga-bang] is 
overlapped into [ga-bang], [ga-bang_], [_ga-bang], and [_ga-bang_]. 
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3.2 ML-Based Automatic Mixed-Syllable Lexicon Generation Algorithm  

Suppose there are n sentences (s1, s2, … , sn) in the training corpus, coming from a distribution 
with an unknown probability density function of the language model, f0. However, suppose 
that f0 belongs to a specific family of distributions, called the parametric model, {𝑓𝑓( ∗ |𝜃𝜃),𝜃𝜃 ∈
𝛼𝛼}, such that 𝑓𝑓0 = 𝑓𝑓(∗ |𝜃𝜃0). In our research, α is the set of all lexicon word combinations based 
on the current lexicon and θ is a combination in α. θ0 is an unknown mixed-syllable lexicon 
word denoted as the true value of the parameter. It is thus necessary to find a mixed-syllable 
lexicon word 𝜃𝜃� which is as close to θ0 as possible. Therefore, 𝜃𝜃� is added to the lexicon when 
our algorithm finds 𝜃𝜃�. 

The joint density function is defined for all sentences in the training corpus as in Equation 
(2): 

 
𝑓𝑓(𝑠𝑠1, 𝑠𝑠2,⋯ , 𝑠𝑠𝑛𝑛|𝜃𝜃) = 𝑓𝑓(𝑠𝑠1|𝜃𝜃) × 𝑓𝑓(𝑠𝑠2|𝜃𝜃) ×⋯× 𝑓𝑓(𝑠𝑠𝑛𝑛|𝜃𝜃)    (2) 

 
In our algorithm, s1, s2, … , sn are treated as fixed parameters, but θ is treated as a variable 

parameter. The likelihood L is defined as in Equation (3): 
  

𝐿𝐿(𝜃𝜃|𝑠𝑠1,⋯ , 𝑠𝑠𝑛𝑛) = 𝑓𝑓(𝑠𝑠1, 𝑠𝑠2,⋯ , 𝑠𝑠𝑛𝑛|𝜃𝜃) = ∏ 𝑓𝑓(𝑠𝑠𝑖𝑖|𝜃𝜃)𝑛𝑛
𝑖𝑖=1    (3) 

 
In practice, it is convenient to work with a logarithm expression of L, which is called the 

log-likelihood. The log-likelihood is calculated as in Equation (4): 
 

ln𝐿𝐿(𝜃𝜃|𝑠𝑠1,⋯ , 𝑠𝑠𝑛𝑛) = ∑ ln𝑓𝑓(𝑠𝑠𝑖𝑖|𝜃𝜃)𝑛𝑛
𝑖𝑖=1      (4) 

 
The proposed maximum likelihood estimation attempts to find 𝜃𝜃� which maximizes the 

log-likelihood, as shown in Equation (5): 
 

𝜃𝜃� = argmax𝜃𝜃∈𝛼𝛼 ∑ ln𝑓𝑓(𝑠𝑠𝑖𝑖|𝜃𝜃)𝑛𝑛
𝑖𝑖=1     (5) 

 
Here, 𝜃𝜃� for the current lexicon is added to the lexicon. As a result, α and f are updated. By 

using the updated α and f, the same procedures are repeated until the likelihood increases.  
In this paper, the likelihood of si is estimated using a tri-gram language model probability 

of the sentence. If sj is segmented as a sequence of J lexicon words, lw1, ..., lwJ, the likelihood 
of si is estimated as in Equation (6): 

 
𝑓𝑓(𝑠𝑠𝑖𝑖|𝜃𝜃) = 𝑝𝑝�𝑙𝑙𝑙𝑙1, 𝑙𝑙𝑙𝑙2, … , 𝑙𝑙𝑙𝑙𝐽𝐽� = ∏ 𝑝𝑝�𝑙𝑙𝑙𝑙𝑗𝑗�𝑙𝑙𝑙𝑙1, … , 𝑙𝑙𝑙𝑙𝑗𝑗−1�

𝐽𝐽
𝑗𝑗=1     

 ∝ ∏ 𝑝𝑝�𝑙𝑙𝑙𝑙𝑗𝑗�𝑙𝑙𝑙𝑙𝑗𝑗−2, 𝑙𝑙𝑙𝑙𝑗𝑗−1�
𝐽𝐽
𝑗𝑗=1           (6) 

 
Here, c(lwj, lwj-1, lwj-2) is the tri-gram count of three consecutive lexicon words in the 

training corpus, and c(lwj-1, lwj-2) is the bi-gram count of two consecutive lexicon words.  
The pseudo algorithm of the proposed automatic lexicon generation based on ML is 

illustrated in Fig. 1. The detailed explanation of Fig. 1 is as follows: 
 
1. A initial lexicon is composed of Korean syllables that are defined in EUC-KR (the 

number of syllables is approximately 3,900). Syllables are overlapped into four cases as 
described in Section 3.1. The initial segmentation is operated in the training corpus at the 
syllabic level. A segmented syllable is substituted with its corresponding duplicated syllables 
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if syllables are attached to a space marker on its right or left. All spaces are eliminated from the 
training corpus. Based on the initial segmentation results in the training corpus, all counts of 
the initial bi-gram  c(lwj-1, lwj-2) and initial tri-gram c(lwj, lwj-1, lwj-2) are calculated. 

 
2. Build a LM based on current bi-gram and tri-gram counts for the current lexicon.  
 
3. Generate all lexicon unit pairs for the current lexicon. Choose the pair that maximizes 

likelihood L, when the pair is contained as a lexicon unit and the likelihood is calculated based 
on the updated lexicon. 

 
4. Add the best pair to the current lexicon. In current segmentation results, consecutive 

lexicon units corresponding to the best pair are substituted with the best combination. All 
bi-gram and tri-gram counts are updated using the updated segmentation results. 

 
5. Go to Step 2 until the number of lexicon units is less than the pre-defined limitation and 

the likelihood increases. 
 
A lexicon with a pre-defined size limitation, and a LM based on this lexicon can be 

successfully produced using the proposed algorithm. A voice recognizer for East Asian 
languages can generate any sentences by using the LM and the lexicon generated through the 
proposed method. Because the proposed method is entirely automatic and does not require any 
prior knowledges of the target language (e.g. morphological analysis, space segmentation), 
two major problems of previous methods are solved using the proposed method: 1) the tedious 
repetition of out-of-lexicon unit additions to the lexicon and 2) error propagation from the 
space segmentation and morpheme analysis in the voice interface.  

Because a lexicon based on the proposed method includes space markers, the voice 
recognizer based on this lexicon also generates space markers. These space markers reduce the 
readability of voice recognition transcriptions. As such, it is also necessary to post-process 
voice recognition results. 

3.3 Post-Processing for Voice Recognition Result 

A space marker in voice recognition results is produced with a lexicon unit attached to the 
space marker on its right or left side. In the case of successive double space markers, a first 
space marker is produced with the left lexicon unit, and the second space marker is produced 
with the right lexicon unit. In this case, successive double space markers are converted into a 
single space, whereas a single space marker is discarded. For example, a voice recognition 
result of [_na-neun_ _chin-gu ga_ _jeok-da_] is changed as a recognition result of [na-neun 
chin-gu-ga jeok-da]. 
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Fig. 1. Pseudo algorithm for the proposed ML-based automatic lexicon generation 

 

4. Experiments and Results 
For acoustic model training data, approximately 370K utterances were used, which were 
recorded at 16-bit resolution with a sampling rate of 16 KHz in a single channel. The acoustic 
model for this experiment uses 38 phonemes. Using mono-phones as basic recognition units 
requires the modeling of 38 phonemes in Hidden Markov Model (HMM) [24-25]. However, a 
phoneme is pronounced in a variety of ways depending on the preceding and following 
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phonemes [26]. Hence, a context-dependent phoneme model was chosen to accurately identify 
phonemes. Table 2 shows the phoneme set used in this paper. This set is also used in [27-30].  

The voice interface performance is measured with recognition accuracy as in Equation (8), 
where N, H, and I denote the number of words in the text, correctly recognized ‘hit’ words, and 
incorrectly inserted words.  
 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  𝐻𝐻−𝐼𝐼
𝑁𝑁

× 100%     (8) 
 
The number of lexicon words has to be determined before constructing a language model 

and developing voice interface. The size of the lexicon for our experiment was determined to 
be 200K because this size allows approximately 99% of coverage for the language model 
training data for the initial morphemes. The same sized lexicon was used throughout the 
experiment, and the coverage was shown to be 88% for a full-word based lexicon, 95% for 
lexicon based on pseudo-morpheme, and 100% for an automatically generated ML-based 
lexicon. 

Section 4.1 describes the generation of three lexicons: full-word, pseudo-morpheme, and 
the proposed ML-based mixed-syllable. Section 4.2 shows experimental results. 
 

Table 2. Phoneme set (no. of phoneme: 38) 
Symbol Pronunciation Symbol Pronunciation 

AA [a] OI [wae] 
B [b] OO [o] 

BB [pp] P [p] 
C [c] R [r]   (first consonant) 
D [d] S [s] 

DD [tt] SS [ss] 
EE [ee] T [t] 
G [g] UI [wi] 

GG [kk] UU [u] 
H [h] UV [wo] 
II [ya] VV [eo] 
J [j] XI [ui] 
JJ [jj] XX [eu] 
K [k] YA [ya] 
L [r]   (final consonant) YE [ye] 
M [m] YO [yo] 
N [i] YU [yu] 

NG [o]   (final consonant) YV [yeo] 
OA [wa] SIL (silence) 

 

4.1 Lexicon Generation 

Two additional lexicon units were developed for a comparative analysis: one lexicon unit was 
based on full-words as frequently used in English, whereas the other unit was based on 
pseudo-morphemes. Table 3 lists our proposed lexicon and the above two lexicon units.  
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Table 3. Lexicon unit 

Lexicon units 
Full-word 
Pseudo-morpheme 
ML-based mixed-syllable (the proposed method) 

 
The full-word based lexicon units adopted the space-delimited units from the training data 

without any modification. Therefore, the full-word based lexicon is constructed using a set of 
frequently used full-words delimited by spaces.  

The generation of the lexicon based on pseudo-morphemes starts from a morpheme 
analysis, which disassembles a full-word into morphemes. In this paper, morphemes are 
generated using UTagger, which won first prize at the Korean Information Processing System 
Competition. Each morpheme in the segmentation result of UTagger was attached with its 
corresponding POS tag (http://nlplab.ulsan.ac.kr/). However, the morpheme analysis result 
suffers from two problems: 1) the pronunciations of some of morphemes do not match that of 
corresponding syllables and 2) some of morphemes do not show a correct co-articulation in 
short morphemes (e.g. suffixes and word-endings). 

The lexicon based on pseudo-morphemes is extended from a morpheme-based lexicon to 
include the combination of syllables whose pronunciations do not match those of their 
corresponding morphemes. Table 4 shows two examples of full-words. In the first example 
[do-wat-da], pronunciations of two morphemes [dop] and [at] do not match with those 
corresponding syllables [do-what]. These two morphemes are combined to form a 
pseudo-morpheme [do-wat]. The merged pairs of short and frequent morphemes are included 
in the lexicon of pseudo-morphemes. Regarding the merging, a rule-based method and a 
statistical method were described in [4]. In this research, the rule-based method is used. 

The proposed ML-based mixed-syllable lexicon is generated according to the descriptions 
in Section 3. For experiments, the number of mixed-syllable pairs was used as the standard for 
likelihood. The mixed-syllable pair was added to the initial lexicon if the number of pairs, 
which was counted from the training corpus, reached up to 1,000. The time-complexity of this 
method for implementation is less than the time-complexity of ML-based mixed-syllable 
lexicon algorithm because the LM based on bi-gram and tri-gram counts is not generated 
whenever the mixed-syllable pair is generated.  
 
Table 4. Examples of generated pseudo-morphemes when the incorrectly pronounced morphemes are 

substituted with their corresponding syllables  
Full-word Morpheme analysis result Generated pseudo-morpheme 

[do-wat-da] [dop]/VV + [at]/EP + [da]/EF [do-wat] + [da] 

[mot-haet-seup-ni-da] [mot-ha]/VX + [eot]/EP + 
[seup-ni-da]/EF [mot-haet] + [seup-ni-da] 
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4.2 Experimental Result  

The experimental results were collected from lexicons based on different criteria:  full-words, 
pseudo-morphemes, and ML-based mixed-syllables. Acoustic models were re-trained for each 
lexicon. The training corpus consists of 7,457 sentences that have between one and four 
out-of-lexicon words. An out-of-lexicon word is defined as a word not listed in the full 
word-based lexicon in this experiment. Table 5 shows the number of sentences according to 
the number of out-of-lexicon words per sentence in the training corpus. The total number of 
sentences that have one out-of-lexicon word is counted as 3,746 in the training corpus. The 
total number of sentences which have two or more out-of-lexicon words is counted as 3,711 in 
the training corpus. Since the ratio in the range 2-4 is substantial (about 50%), our proposed 
method can improve the overall performance for the related applications. 
 

Table 5. No. of sentences according to the number of out-of-lexicon words per sentence  
(total no. of sentences: 7,457)  

No. of out-of-lexicon words per sentence No. of sentences 
1 3,746 
2 2,474 
3 982 
4 255 

 
The 3,746 sentences that have only one out-of-lexicon words per sentence were tested first. 

For sentences with one out-of-lexicon word, the pseudo-morpheme lexicon units showed the 
highest accuracy, followed by the proposed ML-based mixed-syllable unit and the full-word 
units. It is obvious that full-word units are very weak against the out-of-lexicon word. Table 6 
shows the recognition accuracies of lexicon units for sentences with one out-of-lexicon word 
per sentence. 
 

Table 6. Recognition accuracy for lexicon unit  
(no. of out-of-lexicon words per sentence: 1, no. of test sentences: 3,746)  

Lexicon unit Accuracy (%) 
Full-word 69.53 

Pseudo-morpheme 75.05 
ML-based mixed-syllable 72.52 

 
Next, the 2,474 sentences with two out-of-lexicon words per sentence were tested. For 

these sentences, the proposed ML-based mixed-syllable unit showed the highest recognition 
accuracy, followed by the pseudo-morpheme unit and the full-word unit. The full-word unit 
also suffered drastic performance degradation with these two out-of-lexicon words sentences, 
similar to that seen with the one out-of-lexicon word sentences. As the number of 
out-of-lexicon words per sentence increases from 1 to 2, the decreases in recognition accuracy 
were measured as 17.5%, 12.57% and 8.42% for lexicons based on full word, 
pseudo-morpheme, and ML-based mixed-syllable, respectively. Table 7 shows the 
recognition accuracies of lexicon units for sentences with two out-of-lexicon words per 
sentence. 
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Table 7. Recognition accuracy for lexicon unit  
(no. of out-of-lexicon words per sentence: 2, no. of test sentences: 2,474)  

Lexicon unit Accuracy (%) 
Full-word 52.03 

Pseudo-morpheme 62.48 
ML-based mixed-syllable 64.10 

 
The 982 sentences with three out-of-lexicon words per sentence were tested. For these 

sentences, the proposed ML-based mixed-syllable unit again showed the highest recognition 
accuracy, followed by the pseudo-morpheme unit and the full-word unit. The proposed 
ML-based mixed-syllable unit showed a significantly better performance than the 
pseudo-morpheme unit. As the number of out-of-lexicon words per sentence increases from 2 
to 3, the decreases in recognition accuracy were measured as 13.9%, 9.94% and 5.98% for 
lexicons based on full word, pseudo-morpheme, and ML-based mixed-syllable, respectively. 
Table 8 shows the recognition accuracies of lexicon units for sentences with three 
out-of-lexicon words per sentence. 
 

Table 8. Recognition accuracy for lexicon unit  
(no. of out-of-lexicon words per sentence: 3, no. of test sentences: 982)  

Lexicon unit Accuracy (%) 
Full-word 38.13 

Pseudo-morpheme 52.54 
ML-based mixed-syllable 58.12 

 
Finally, the 255 sentences with four out-of-lexicon words per sentence were tested. For 

these sentences, the proposed ML-based mixed-syllable unit once more showed the highest 
recognition accuracy, followed by the pseudo-morpheme unit and the full-word unit. As the 
number of out-of-lexicon words per sentence increases from 3 to 4, the decreases in 
recognition accuracy were measured as 14.68%, 9.64% and 5.13% for lexicons based on full 
word, pseudo-morpheme, and ML-based mixed-syllable, respectively. Table 9 shows the 
recognition accuracies of lexicon units for sentences with four out-of-lexicon words per 
sentence. 
 

Table 9. Recognition accuracy for lexicon unit  
(no. of out-of-lexicon words per sentence: 4, no. of test sentences: 982)  

Lexicon unit Accuracy (%) 
Full-word 38.13 

Pseudo-morpheme 52.54 
ML-based mixed-syllable 58.12 

 
Fig. 2 summarizes the recognition accuracies of the lexicon units according to the number 

of out-of-lexicon words per sentence. The proposed lexicon generation method using the 
ML-based mixed-syllable unit provides superior results to conventional units in the presence 
of two or more out-of-lexicon words in a sentence. The proposed method produces a level of 
overall accuracy similar to one of conventional methods in the presence of one out-of-lexicon 
word in a sentence. Therefore, it is concluded that the proposed lexicon unit is robust in the 
presence of out-of-lexicon words which are frequently observed in dialogue with IPAs.  
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Fig. 2. Recognition accuracy of lexicon unit according to number of out-of-lexicon words per sentence. 

5. Conclusions 
IPA has attracted interest worldwide, largely due to the improvement of voice interface 
components such as acoustic and language models. Such improvement is mainly contributed 
to automatic re-training of components using many unsupervised learning algorithms and the 
accumulated number of spoken queries. However, previous works on lexicon were typically 
based on fixed lexicons determined before the service launch or manual updates according to 
the analysis of out-of-lexicon words.  

This paper proposes a maximum likelihood-based automatic lexicon generation for an 
unlimited vocabulary voice interface for East Asian languages in an IPA. The conventional 
lexicon for these languages have two inevitable problems: 1) A tedious repetition of 
out-of-lexicon unit additions to the lexicon. The order of magnitude of spoken and text queries 
are accumulated in IPA. Because such queries show the user’s interest at the time of 
communication, they frequently have out-of-lexicon units. 2) Errors are propagated from 
space segmentation and the morpheme analysis. The proposed method provides an automatic 
framework to solve these problems, which does not require any prior knowledge of target 
languages (e.g. space segmentation or morphological analysis). The proposed method 
produces a level of overall accuracy similar to one of previous methods in the presence of one 
out-of-lexicon word in a sentence, but the proposed method provides superior results when a 
sentence has two or more out-of-lexicon words.  
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