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I. Introduction

The Hydrogen research and fueling facility of 
Califronia State University Los Angeles (CalStateLA) 
was established in the year 2014. The station is capable 
of producing hydrogen using renewable resources and 
the process involved is called as electrolysis. It is the 
first station to sell hydrogen fuel by kilogram into the 
public. In this paper we have collected and taken the 
data set containing the fueling details of hydrogen fuel 
generated in the facility. The various factors that affect 
the fueling process are analyzed. We build the prediction 
model using Decision Forest Regression algorithm and 
achieve 94% of accuracy. 

Hydrogen gas fueling facility at California State 
University Los Angeles [11] has provided us with the 
data set which was recorded during each fill of 
Hydrogen gas. We had an opportunity of exploring the 
various parameters which can improve the fueling 
performance.

Analytics in this domain can help the facility in 
various ways like understanding the factors that affect 
the fueling process which in turn will affect the cost and 
the efficiency of fuel. The data is increasing drastically 
with every day and analysis should be done in 

 
appropriate manner for the facility to function efficiently. 
We chose to used decision forest regression in our 
analysis and prediction of vehicle pressure which is one 
of the factor affecting fill.

II. Related Work
Observing the research done in myriad papers related 

to analysis and prediction, analysis is usually performed 
taking into consideration very few fields of the raw 
dataset. In this paper the data analysis is performed by 
making use of the raw dataset to the fullest by creating 
machine learning model which portray analysis 
Hydrogen Gas Power Plant Dataset. This research 
leverages relationship between many components which 
are responsible for gaining knowledge about strategies 
and information which can be of practical significance. 
Also most significantly, this analysis can be of 
theoretical importance, proving the use of Big Data 
Analytics [7] in improving the process of prediction.

Also, observing various papers, a usual sight is the 
use of either Hadoop MapReduce codes or HiveQL 
codes being utilized for analyzing datasets. More 
commonly, only HiveQL is usually utilized for analyzing 
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datasets as it is complicated to write code using Hadoop 
MapReduce. This paper is distinct compared to other 
papers. In this paper, the dataset analysis is done using 
Spark. Spark is a competitor to MapReduce at some 
extent. As speed is of great concern these days, Apache 
Spark is gaining popularity. Spark can be up to 100 
times faster than Map-Reduce due to its capability to do 
in memory processing. It is open source, and one of the 
most active projects in Big Data. Spark basically has the 
ability to bring the top end data analysis, the exact 
epitome of performance and high end sophistication 
which were initially obtained by utilizing expensive 
systems to commodity Hadoop Clusters and it runs in 
the same clusters which leverages users to experiment 
more with the available data.

III. Big Data Analysis and Prediction

Big data is considered as an umbrella. It 
accommodates data that are gathered from years 
together. The name big data comes from the humungous 
amounts of zeroes, ones etc. and other data which are 
gathered in a year, month, day, hour and also every 
second. Such type of data is portrayed on spreadsheets 
etc. Big data does not have a definite structure and 
therefore is gathered in different shapes and sizes. 
Therfore, Big Data can be defined as non-expensive 
frameworks that can store a huge variety of data set and 
process it in distributed parallel systems [5, 6]. 

The analytical solutions include important amounts of 
structured and multi structured data. Currently emerging 
analytical processing technologies make things happen. 
In order to analyze and manage big data, non-relational 
systems like Hadoop distributed processing system is 
gaining popularity.

1. Hadoop

Apache Hadoop is an open source framework for 

distributed storage and distributed processing of large 
data sets. The core of Apache Hadoop is HDFS (Hadoop 
Distributed File System) and Map Reduce. Hadoop 
breaks the file into large blocks and then distribute the 
across different nodes. Hadoop supports parallel 
processing [9].

Hadoop Distributed File System is scalable, distributed 
and portable file system which is written in java. A 
Hadoop cluster has got one name node and multiple data 
nodes. The metadata of the file is saved in the name 
node. The data that makes up the file is stored in blocks 
in the data node.

Map Reduce engine comprises of job tracker and task 
tracker. The job tracker is one the cluster and is 
responsible to schedule the map task and the reduce task 
on appropriate task tracker. The task tracker is 
responsible for accomplishment of parallelism for map 
and reduce tasks.

2. Apache Spark

Apache Spark was originally developed by University 
of California, Berkeley’s AmpLab. It is an open source 
cluster computing framework.

Fig. 1. Spark Cores

 

The programmers using spark are exposed to 
application programming interface centered around RDD 
(resilient distributed dataset). The spark core is 
responsible for the usual Input and output functionalities, 
scheduling and the tasks are dispatched in a distributed 
manner. Spark SQL is built on top of the spark core and 
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is responsible for working with the structured data. 
It uses Data frames which supports structured and 

semi structured data. Spark streaming is responsible for 
fast scheduling of streaming applications. It consumes 
the data in small batches and apply RDD transformations 
to perform streaming analytics. 

MLlib is spark’s scalable library in which machine 
learning algorithms are shipped simplifying the pipelines 
including classification, regression, clustering etc. 
GraphX is an application programming interface for 
graph and parallel graph computation. The paper adopts 
Spark MLlib to build a predictive model for the 
prediction analysis.

IV. Predictive Analysis
Machine Learning is to focuses on pattern recognition 

and artificial intelligence. It explores the patterns to 
predict the future or to detect abnormal trend. It 
basically learns from the existing data set and automates 
creation of models using various algorithms. Machine 
learning allows to find out hidden insights without 
actually being programmed explicitly.

Machine Learning is to study and construct systems 
that can learn from the existing data. Machine Learning 
algorithms are broadly classified in two categories 
namely:

- Supervised Learning
- Unsupervised Learning

In case of Supervised learning, the data to be given to 
machine learning algorithm is labeled and is known as 
the training data set. The machine is responsible of 
classifying the new data based on the labels by creating 
an inference function which can be used for scoring new 
instances.

For example, if you want to determine chairs using 
your machine learning algorithm in JPG’S, then a large 
dataset could be provided to your algorithm that has 
chairs labeled and then the algorithm can be used to 

recognize the chairs in new images.
In case of Unsupervised learning, the machine is not 

provided with any training data set and the machine to 
discover information about the new data. It refers to the 
problem of exploring a structure in unlabeled data. In 
this case the expected result is unknown.

For instance, we will have no idea how a chair looks 
like. In case of unsupervised learning the algorithm has 
to groups the similar patterns in order to find patterns 
similar to that of chair in order to recognize chairs.

1. System Requirements

The experimental systems in the paper is executed　in 
cloud computing, which is Microsoft Azure HDInsight 
that is Hadoop cluster with Spark engine with the 
following specifications:

- Number of worker nodes: 2
- Number of cores used:　8
- Total RAM: 14 GB

2. Flow diagram

The figure 2 demonstrates the flow diagram used to 
create the model and the process of predicton. In the 
first step we got the data from California State 
University’s Hydrogen Plant facility in the form of excel 
files. We collected the entire data into one csv file.We 
created a Blank experiment in Microsoft Azure Machine 
learning Studio. During the next step we loaded our data 
set to the Microsoft Azure Machine learning Studio 
platform.

Fig. 2.  Flow diagram
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Once the data is loaded, uneccesary data has to be 
removed, if there are duplicate rows then one of them 
have to be removed ,the data cleaning process involves 
finding if there is any missing value, any special 
charaters, semantic errors etc and resolving the erros in 
order to get a clean dataset. Once the data is cleaned it 
is split into training and test sets. Then the model is 
trained by applying the algorithm in order to predict the 
desired value .In our case we have used Decision Forest 
Regression Algorithm .Once the model is trained the 
new data is evaluated based on the inference function 
created by the labeled values in order to determine the 
accuracy of are model.

3. Microsoft Azure Machine Learning Studio

Microsoft Machine Learning Studio is a collaborative 
tool which uses drag and drop technique to do various 
kinds of predictive analytics on our data set. In this 
project we created a model to predict vehicle pressure 
using decision forest regression algorithm.

Fig. 3. Machine Learning Studio Model

The figure 3 shows the prediction model for Hydrogen 
Gas Power Plant dataset. In this model first the data set 
is loaded and the data is cleaned. Then the columns 
necessary for prediction are loaded. The data set is then 
split into Training and test data and then the model is 
trained and evaluated using Decision Forest regression.

4. Decision Forest Regression Algorithm

It is an ensemble of Decision forest that is an 
ensemble learning method for classification, regression 
and other tasks, that operate by constructing a multitude 
of decision trees at training time and outputting the class 
that is the mode of the classes (classification) or mean 
prediction (regression) of the individual trees.

The algorithm uses the idea of bagging and the 
selection of features in random order to build a 
collection of decision trees with controlled variance.

The model that is built in the paper can be useful in 
the prediction of the State of charge that depends on the 
vehicle pressure prediction.

STATE OF CHARGE (SOC):

Ratio of hydrogen density within the vehicle storage 
system to the full-fill density. SOC is expressed as a 
percentage and is computed based on the gas density as 
per formula below: 

In the above equation SOC stands for the State of 
charge which depends on P which is the vehicle pressure 
and T which is the vehicle temperature.

4.1 Spark MLlib Model

The steps involved in creating the spark model along 
with the code snippets are as stated below: 

- Separating the labeled column.

Fig. 4. Separating Labelled Column
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- Creation of RDD

Fig. 5. Creation of RDD

- Splitting the data into training and test sets.

Fig 6: Splitting of data

- Training the dataset using Decision forest regression 
algorithm.

- Evaluation of the result.

4.2 Results and Observations

The model predicts the vehicle pressure (Pressure of 
hydrogen gas within the vehicle Hydrogen Storage 
System) based on various parameters like flow rate, 
vehicle temperature, ambient temperature, time and 
chiller coil temperature using the decision forest 
regression with a lot of accuracy.

The test-mean-square-error is predicted relatively 
accurate:

Fig. 7. TMSE error prediction using spark model

4.3 Microsoft Machine Learning Studio Model

The model is built in Machine Learning studio in the 
figure 8. The coefficient of determination is approximately 
97% for this model as well in the figure 8.

Fig. 8. Model result

V. Conclusion
According to our analysis of the Hydrogen Gas Power 

Plant Data Set, we were able to explore and to create a 
machine learning model using Apache Spark, followed 
by creation of Microsoft Machine Learning Studio 
supporting the result in the training and test data set.

We were able to predict Vehicle pressure with almost 
97% accuracy for SOC, which can help Hydrogen Gas 
Power Plant in order to detect abnormal temperature and 
pressure to maintain their fueling performance.
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