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Abstract 
Cross-lingual query expansion is usually based on the relationship among monolingual words. Bilingual 
comparable corpus contains relationships among bilingual words. Therefore, this paper proposes a method 
based on these relationships to conduct query expansion. First, the word vectors which characterize the 
bilingual words are trained using Chinese and Thai bilingual comparable corpus. Then, the correlation 
between Chinese query words and Thai words are computed based on these word vectors, followed with 
selecting the Thai candidate expansion terms via the correlative value. Then, multi-group Thai query 
expansion sentences are built by the Thai candidate expansion words based on Chinese query sentence. 
Finally, we can get the optimal sentence using the Chinese and Thai query expansion method, and perform 
the Thai query expansion. Experiment results show that the cross-lingual query expansion method we 
proposed can effectively improve the accuracy of Chinese and Thai cross-language information retrieval. 
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1. Introduction 

Since the establishment of diplomatic relations between China and Thailand, the relationship 
between two countries have developed rapidly in various aspects—political, diplomatic, economics, 
culture, and other exchange corporations. However, in view of the fact that Chinese and Thai belong to 
two different languages, Internet information sharing and communication is a serious problem due to 
the language barriers. The application of cross-language information retrieval (CLIR) technology 
provides an effective way to solve this problem [1-3]. The task of CLIR attempts to bridge the mismatch 
between the source and target languages using the approaches such as query and the document 
translation. Some researchers have also done some research on cross-language machine learning [4,5]. 
CLIR allows a user to retrieve the documents in language A with a query in language B [6]. 

As we all know, cross-language query expansion (CLQE) is an efficient way to enhance the precision 
and recall rate of CLIR system. The goal of query expansion in this regard is by increasing recall, 
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precision can potentially increase (rather than decrease as mathematically equated), by including in the 
result set pages which are more relevant [7]. In the query expansion, related words are added to user’s 
original query for the purpose of forming a longer and more precise query to express user’s retrieval 
intentions. Moreover, the key step of the query expansion is how to find the words related to original 
query. Different approach has different sources for finding related words [8]. Typical sources of query 
expansion terms are pseudo relevant documents [4]or external static resources, such as click through 
data [9,10], Wikipedia [11,12]or ConceptNet [8,13] WordNet [14,15], HowNet [7]. For example, Dalton 
et al. [5] did query expansion using entity names, aliases and categories with several methods of linking 
entities to the query. Xiong and Callan [16] presented a simple and effective method of using one such 
knowledge base, Freebase, to improve query expansion, a classic and widely studied information retrieval 
task. Boer de Boer et al. [17] did query expansion using common knowledge bases ConceptNet and 
Wikipedia is compared to an expert description of the topic applied to content-based information 
retrieval of complex events. Some researchers obtain query expansion words from the pseudo relevance 
feedback documents, a classical model based on pseudo-relevant documents was proposed by Rocchio 
for the SMART retrieval system [18]. Sordoni et al. [19] target at learning semantic representations of 
single terms and bigrams as a way to encode valuable semantic relationships for expanding a user query. 
Corpus dependent methods generally employ statistical information extracted from the corpus [20]. 
Techniques such as stemming, clustering, and term co-occurrence are used for obtaining the query 
context from the document collection [21]. In a recent study, Roy et al. [22] proposed a framework for 
Automatic Query Expansion (AQE) by using distributed neural language model word2vec. 
Vaidyanathan et al. [23] obtained expansion terms by combining pseudo relevance feedback and equi-
frequency partition with TF-IDF scoring technique to query expansion. Singh and Sharan [24] did query 
expansion by combining query term co-occurrence and query terms contextual information based on 
corpus of top retrieved feedback documents in first pass.  

However, there is no corresponding Chinese and Thai knowledge base, and no a large number of 
Chinese and Thai bilingual parallel corpus either. Therefore, it is difficult to study Chinese and Thai 
cross language query expansion.  

Bilingual comparable corpus are the collections of text documents in different languages that are 
about the same or similar topics. For example, the news published in the same time period tend to 
report the same important international events in various topics. Chinese and Thai comparable corpus 
(C-T CC) is more accessible than Chinese and Thai parallel corpus. Thus, this paper proposed a novel 
method of cross-lingual query expansion based on Chinese and Thai comparable corpus. The 
relationship between Chinese words and Thai words is extracted by taking advantage of the 
characteristics of words co-occurrence. Then, the Thai candidate query words which correspond to the 
Chinese query words are calculated. Finally, Thai query expansion sentence can be obtained by the use 
of the Chinese and Thai cross-lingual query expansion method. 

 
 

2. The Method of Cross-Lingual Query Expansion Based on  
Chinese and Thai Comparable Corpus 

In this section, we present the details of our proposed approach conducting CLQE when the available 
resource is comparable corpora. Fig. 1 shows a sketch of our approach. The idea is to use the word 
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correlations, the correlations of frequency distributions of two terms, which are mined from 
comparable corpora for constructing the word translation probabilities between word pairs. Having a 
query in one language, we can select the query expansion words using these estimated probabilities and 
obtain the Thai query candidate words. Then, the optimal combination of Thai words can be selected 
with the novel method proposed, which uses the correlations between bilingual words and monolingual 
words. Finally, Thai query expansion sentence can be obtained. 

 

Input Chinese query 

sentence

Chinese and Thai 

comparable corpora

Query split 

words

Extract word 

correlations between 

Chinese and Thai 

Estimate word 

Translation probabilities

Extract word 

correlations between 

Chinese and Thai 

Query translation

Obtain Thai candidate 
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Using a novel method
Obtain Thai query 

expansion sentence  
 

Fig. 1. The cross-lingual query expansion steps. 
 

2.1 Comparable Corpus Construction and Word Vector Generation 
 

The primary issue to build a comparable corpus is the alignment of the text. Wikipedia, from the 
beginning, is devoted to the construction of multilingual encyclopedia, and thus its entries are natural 
text alignment. Wikipedia has been used as a source of multilingual data for a range of monolingual and 
cross-language NLP and IR tasks, such as named entity, recognition, query translation for CLIR, word-
sense disambiguation and statistical machine translation. Wikipedia editions have been created in more 
than 287 languages, with some languages more evolved than others. A proportion of topics appear in 
multiple Wikipedia (in multiple languages), resembling a comparable corpus.  

 As long as there are the corresponding versions of other languages, Wikipedia will have a 
corresponding link on the page. Such structure provides a great convenience for extracting bilingual 
comparable corpus. The comparable corpora could be constructed by using Wikipedia specific cross-
lingual links. We can use the HtmlUnit technology to obtain the content on Chinese web page of each 
entry. At the same time, the corresponding Thai page links can be accessed and the content on Thai 
page can be obtained giving the Chinese and Thai alignment text documents (on the same topic).  

Having Chinese and Thai aligned comparable corpus, in order to calculate the relationship between 
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Chinese words and Thai words, comparable corpus words should be trained into words vector. The 
generation of word vector is a statistical term frequency of each word which appears in Chinese and 
Thai alignment text. For example, let a be a word in Chinese and b be a word in Thai. The normalized 
frequency vectors for a and b will be ⎟

⎠

⎞
⎜
⎝

⎛
⋅⋅⋅=

n
aaaaa ,,

3
,

2
,

1

r  and ( )
n

bbbb ,,,,b
321
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 respectively, 

where ai means the frequency of Chinese words which appears in the ith Chinese document, where bi 
means the frequency of Thai words which appears in the ith Thailand document. 

 
2.2 Thai Candidate Query Word Acquisition 
 

In order to obtain the query extension word of the target language (i.e., Thai), Thai candidate words 
according to Chinese query words need to be found. This process can be transformed into computing 
the correlation problems of the Chinese words and Thai words. Rahimi et al. [25,26] used Pearson 
correlation coefficient to quantify the correlation between bilingual words. This method is also applied 
in this article. Let ( )

n
aaaaa ,,,,
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⋅⋅⋅=

r  be a vector of Chinese word a, and let ( )
n
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 be a 

vector of Thai word b. Word vector is normalized by formula (1). 
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word b in Thailand documents set. The similarity of these two words is computed with the Pearson 
correlation coefficient: 
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Having the correlations between words in different languages, in the next step we estimate the 

translation probabilities. A natural baseline method is to use the normalized correlation scores as 
translation probabilities. Formally, let w be a word in Chinese and 

k
uuuu ⋅⋅⋅,,,

321
be the top k 

correlated Thai words with correlation scores 
k
rrrr ⋅⋅⋅,,,

321
, respectively, ( )

ii
uwr ,= , 1 < i < k, the 

correlation scores of word w and word ui, We construct the probabilities by normalizing these raw 
correlation scores: 
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where ( )wup

i
|  is the probability of ui being the translation of Thai word w. Table 1 shows a sample set 

of top Chinese-Thai word pairs extracted from the Chinese and Thai comparable corpus in our 
experiments. 
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Table 1. Sample of extracted Chinese-Thai word pairs 

Chinese word (w) Thailand words (ui) ( )wup
i

 

泰拳 (Muay Thai) 
ม� � � � �  0.3211 

ลายมวยไท�  0.1743 

签签 (visa) 
วซีา่ 0.3514 

การขอวซีา่ 0.2907 

盟国 (ally) 
พันธมติร 0.2941 

กบัฝ่ายพันธมติร 0.2714 

比赛 (match) 
แขง่ขนั 0.3122 

การแขง่ขนั 0.1541 
 
 

2.3 The Relationship between Monolingual Words 
 

Query is not a simple word, but usually a sentence which is combined by several terms. However, the 
query terms are related. When it is extended to the target language, the relationship between target 
query expansion words also has the relevance. Therefore, we need to analyze and calculate the 
relationship between monolingual languages. 

To compute the association score between monolingual words, we employ Jansen–Shannon 
divergence, also known as total divergence to the mean (TDM), which has been shown to be a useful 
measure for the term association in other applications [27,28]. TDM measures the symmetrized 
Kullback–Leibler divergence to the mean of the two vectors.  
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where bothy∈  means that both yth element values of vectors 
1

w and 
2

w are not 0. Note that the sum 
of element values of each vector must be 1 in this equation. Vector wi is defined as follows: 
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where vector 
i

w is the term-distribution vector for the ith term wi, wtij is the weight of 
i

w in the jth 

document, n is the number of documents in some collection that is used to calculate the term 
distribution, ( )
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dwp |  is the probability that the term wi occurs in the jth document dj; tfij is the term 
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Suppose that the j+1st term 
1+j

s  of source query Qs has m translations { }
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where ( )

1,11
,

+jj
ttα  is the association score between the translations 

1j
t and 

1,1+j
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2.4 The Model of Thai Query Expansion  
 

The Thai query expansion needs to select the Thai candidate words, since the Chinese query sentence 
contains multiple query terms which correspond to multi-group Thai candidate words. In order to 
obtain the optimal query expansion sentence, Thai Candidate words are combined and selected with 
the model of Thai query expansion.  

 

 
 

Fig. 2. The association of monolingual and bilingual words. 
 
In the alignment of the comparable corpus, we use the term co-occurrence relationship to extract the 

relationship between each word. Fig. 2 shows the association of monolingual and bilingual words base 
on the term co-occurrence relationship. We only consider those words in Thai that are highly 
correlated to the query words in Chinese as the candidate words in the translated query and use the 
translation probabilities to construct the query expansion model. 
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Firstly, we use Chinese Lexical Analysis tool (ICTCLAS) for Chinese query sentence segmentation 
[29]. After getting the Chinese query terms { }

ns
ssssQ ,,,,

321
⋅⋅⋅= , the correlation of vectors between 

Chinese words and Thai words can be quantified with the Pearson correlation coefficient. Each Chinese 
word corresponds to top k high similarity Thai candidate words. According to Chinese query, the 
multiple Thai query expansion sentences could be constructed. Kim et al. [30] proposed a novel query 
expansion method that generates all the candidate target-language queries for the source-language 
query Qs, assigns a score to each, ranks the candidate target queries by that score, and then chooses the 
candidate target-language query with the top score.  
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s is the kth term of the source-language (Chinese) query Qs, ( )
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candidate target-language (Thai) query ci. Qt is the optimal target-language query. In Fig. 2, there are 9 
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is the jth term of the candidate target query ci. Possible 

translations of each query term are combined for generating Thai Candidate queries. Fig. 3 illustrates 
the calculation process of the scores ( )
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Fig. 3. Example of computing process of the scores ( )
i
cφ  for some Thai candidate queries. 



A Method of Chinese and Thai Cross-Lingual Query Expansion Based on Comparable Corpus 

 

812 | J Inf Process Syst, Vol.13, No.4, pp.805~817, August 2017 

We not only consider the correlation between words in different languages, but also the relationship 
in monolingual words. Then, the more precise query expansion can be achieved. 

 
 

3. Experiments and Result 

Aligned text of the same entry can be got from the Wikipedia page for building Chinese and Thai 
comparable corpora, and it will be regarded as an experimental training data. We also get a total of 
154,300 articles from the Thai government official website, the Thai national newspaper, Thailand Daily 
News and other Thailand websites, These articles act as the test document set, ranging from political, 
economic, news and other aspects. The document set will be used for information retrieval. 

 

3.1 The Experimental Steps 
 

(1) The pretreatment aligned text of Chinese and Thai comparable corpus, such as segmentation and 
remove stop words, are trained into Chinese and Thai frequency word vectors. 

(2) The pretreatment Chinese query sentences (segmentation and remove stop words) are split into 
many words. We use top k correlated words as the translations of each query word.  

(3) Top-k correlated Thai words are used for constructing multi-group Thai query expansion 
sentences, Formula (8) and (9) are used to choose the optimal Thai query expansion sentences, and this 
expansion sentence query will be applied to CLIR.  

 

3.2 Evaluation Measures 
 

We report two evaluation measures: mean average precision (MAP) and recall at cutoff rank k(R@k). 
Recall defines the number of relevant documents that are retrieved in relation to the total.  

number of relevant documents. Recall at a specified cutoff rank k is defined by only considering the 
top-k results. MAP is another standard measure used in IR that is also sensitive to the rank of relevant 
documents. It averages the precision measured at the rank of each relevant document [31]. MAP is 
defined as follows: 
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where kqd ,

is the retrieved document given query q at rank k and relevant(d, q) is the binary relevance 

function of document d given query q. kp@ means precision at cutoff rank k. 
 

3.3 Evaluation Result 
 

Lucene is currently a very popular, free Java information search (IR) library. It is a full text search 
engine architecture. Complete query engine, index engine and parts of the text analysis engine are 
provided. In this paper, we regard Lucene search technology as the basic platform [32]. Lucene inverted 
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index of the Thai document which get from Thailand website is set up, and we can obtain the Thai 
index file. There are three comparative experiment methods. 

(1) Chinese and Thai CLQE based on comparable corpus (CC CLQE). The pretreatment Chinese 
query words using the word vectors training by Chinese and Thai comparable corpus calculated a top-k 
higher correlated Thai query candidate words. 

(2) Chinese and Thailand CLQE based on bilingual dictionary and comparable corpus. We combine 
comparable corpus with the dictionary in two different ways. In the first approach called Dic-CC 
CLQE, the query words are first translated with dictionary. The terms that are not found in dictionary 
are then translated with comparable corpus. In the second approach. Dic&CC CLQE, queries are 
translated with both dictionary and comparable corpus. 

We use three different translation methods to select k(1–10) Thai candidates words; Formulas (8) and 
(9) are used for selecting the optimal Thai query expansion phrase. Finally, the Lucene search method is 
used for searching the Thai indexed document collection in the information retrieval system, and the 
documents which associated with the Chinese query sentence can be returned. Fig. 4 shows the mean 
average precision of CLIR based on different number of translation words k(1–10) for each Chinese 
query word. As illustrated in Fig. 4, the Dic&CC CLQE methods which combine two translation 
resources as described, appear to be our best performing methods, since its highest MAP value can 
reach 0.307. 

 

 
Fig. 4. The MAP of the different number of k. 

 
Fig. 4 shows the MAP for different number of translation words, with varying the k value number 

from 1to 10. In our experiment, there are three methods CC CLQE, Dic&CC ClQE and Dic-CC CLQE 
adopted for comparison, and every line of map value was trend to steady. The MAP of Dic&CC ClQE 
shows the best performance and raises when using the top0–top5 translation words. The MAP value 
was raising, and when we use top5 translation words, the Map value reach the Maximum when using 
the top5 translation words. However, the MAP value diminishes and trend to be the same value when 
choosing the top5–top10 translation words. In general, the top4–top6 translation words may be a better 
selection for our experiment. 

In order to more accurately evaluate the results of CLIR, there are other evaluation indicators for 
these three methods. In our experiments, we observe that the improvements of precision at top5 and 
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top10 documents are more considerable than the mean average precision. Intuitively, when the 
precision at top documents are high, Dic&CC CLQE can contribute to improve the mean average 
precision. We use top4 translations of all query terms for the experiments. Table 2 shows the MAP, 
Precision at 5 documents (Prec@5) and Precision at 10 documents (Prec@10) of results of CLIR with 
our query expansion methods. 
 

Table 2. Query expansion with three methods 
Method MAP Prec@5 Prec@10 

CC CLQE + Lucene 0.271  0.387 0.365 
Dic&CC CLQE + Lucene  0.305  0.443  0.427 
Dic-CC CLQE + Lucene  0.280  0.392 0.371 

 
 

4. Conclusions and Future Work 

The results reported in the current work make many contributions to the CLIR research. To begin 
with, we have shown that using a machine-readable dictionary and a comparable corpus together can 
yield better results from any one source alone. Then, we have shown that how prior work on the 
application of Pearson correlation coefficient to perform translation selection in a query translation 
architecture can be extended to perform the translation weighting in ways that can yield improved 
ranked retrieval effectiveness. Moreover, we have shown that the algorithm which association of 
monolingual words combine with the association of bilingual words, can be used as a basis for effective 
post-translation query expansion. 

In this work, we presented a novel method to mine translation knowledge from comparable corpora. 
The most notable presented method was based on Chinese and Thai comparable corpora which 
consists of correlations of terms. Experiments show that the method can effectively improve the 
accuracy of Chinese and Thai CLIR. 

In our future work, we plan to use the post-translation query expansion. It will use a random walk on 
the Wikipedia link graph which yield more consistent improvements, even for a language like Thai 
where the number of Wikipedia pages is far smaller than it is for Chinese. The result can be improved 
not only when using a machine-readable dictionary, but also when the coverage is augmented using 
translation, synonymy and polysemy relations extracted from Wikipedia. And the next step, we will 
focus on making the full use of the pseudo relevance feedback to improve the quality of the Chinese and 
Thai CLIR. 
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