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 Objective: The aim of this study is to investigate key user experience factors of 
interactions for Head Mounted Display (HMD) devices in the Virtual Reality Environment
(VRE). 
 
Background: Virtual reality interaction research has been conducted steadily, while 
interaction methods and virtual reality devices have improved. Recently, all of the 
virtual reality devices are head mounted display based ones. Also, HMD-based 
interaction types include Remote Controller, Head Tracking, and Hand Gesture. However,
there is few study on usability evaluation of virtual reality. Especially, the usability of
HMD-based virtual reality was not investigated. Therefore, it is necessary to study the
usability of HMD-based virtual reality. 
 
Method: HMD-based VR devices released recently have only three interaction types,
'Remote Controller', 'Head Tracking', and 'Hand Gesture'. We search 113 types of 
research to check the user experience factors or evaluation scales by interaction type. 
Finally, the key user experience factors or relevant evaluation scales are summarized
considering the frequency used in the studies. 
 
Results: There are various key user experience factors by each interaction type. First, 
Remote controller's key user experience factors are 'Ease of learning', 'Ease of use', 
'Satisfaction', 'Effectiveness', and 'Efficiency'. Also, Head tracking's key user experience
factors are 'Sickness', 'Immersion', 'Intuitiveness', 'Stress', 'Fatigue', and 'Ease of learning'.
Finally, Hand gesture's key user experience factors are 'Ease of learning', 'Ease of 
use', 'Feedback', 'Consistent', 'Simple', 'Natural', 'Efficiency', 'Responsiveness', 'Usefulness',
'Intuitiveness', and 'Adaptability'. 
 
Conclusion: We identified key user experience factors for each interaction type 
through literature review. However, we did not consider objective measures because
each study adopted different performance factors. 
 
Application: The results of this study can be used when evaluating HMD-based 
interactions in virtual reality in terms of usability. 
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1. Introduction 

VR (Virtual Reality) refers to the reality where a person feels that he/she is located, 
although the person is not physically located there, and a VR device is defined as a 
means to send a person to such a reality (Rebelo et al., 2012). A VR device provides
not only visual immersion, but feedback such as sound and tactile feeling (Desai et
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al., 2014). Diverse types of devices to implement VR exist, and various classifications have been found from the past. In a study 
of Buxton and Fitzmaurice (1998), a VR system was classified into Head Mounted Display (HMD) VR, Caves, and Chameleon style 
VR. HMD VR was suggested in a study of Sutherland (1968) for the first time, and it refers to wearing a helmet or goggles in the 
face. Caves was proposed in a study of Cruz-Neira et al. (1992) for the first time, and Caves refers to showing 3D virtual reality 
in a hexagonal shape. Usually, a person goes into a hexagonal-shaped chamber and checks VR. Lastly, chameleon style VR was 
suggested in a study of Fitzmaurice (1993) for the first time, and it refers to experiencing virtual reality through a handheld display 
style VR device. 
 
Meanwhile, Moon (2014) classified the VR system environment into four types: First, immersive VR means a system enabling a 
user to be immerged to a vivid environment using special devices including HMD, data glove, and data suit. Second, tele-robotics 
VR is a combination of an immersion system and a robot, and it means a system offering an effect of a user present in the long 
distance space using a robot. Third, desktop VR is a VR system which a user can easily access relatively using such devices as 3D 
glasses and a joystick on a general desktop monitor. Lastly, third person VR means a system enabling a user to feel as if he/she 
existed in the VR by letting his/her image appear on the virtual space of a computer through a video camera. 
 
All VR devices, among diverse VR systems, commercialized as of 2016 took on HMD type. Representative HMD-based VR devices 
are Samsung Gear VR, Oculus Rift, HTC Vive, and Sony PlayStation VR. As VR devices are commercialized from such manufacturers 
as Oculus and HTC, users can experience VR in a more sophisticated and cost-effective way, compared to the past (Castaneda 
and Pacampara, 2016; Rhee and Kim, 2016). 
 
The most remarkable feature of HMD is full immersion. The concept of VR having immersion was reported in a study of Sutherland 
(1965) first-ever, and such full immersion means offering a feeling of 'being in', rather than a feeling of just 'looking at' (Shneiderman, 
1998). According to a study of Kjeldskov (2001), the interaction method of HMD can be divided into six methods (head tracking, 
joystick, trackball, position tracking, virtual hand, and virtual pointer), and interaction type in the VR environment can be classifeid 
into three types (orientating, moving, and acting). Orientating, the first interaction type, is to look around VR, and head tracking, 
a joystick and a trackball are used in the state of wearing an HMD. Moving, the second interaction type, is to move around VR, 
and it uses position tracking, a joystick, and a trackball. In case the space of VR is bigger than the space to move around in reality 
in the state of wearing an HMD, the position tracking by which moving around VR through actual moving user's body can 
cause a problem, due to limit of space. Lastly, acting, the third interaction type, refers to picking up, moving, and rotating an 
object. In the state of wearing an HMD, a virtual hand or a virtual pointer is used. 
 
Although many studies on VR interactions were carried out in the past (Bowman, 1999; Moeslund, 2001; Poupyrev et al., 1996), 
recently commercialized VR devices are all HMD type, and there has been some change including newly added interaction methods. 
Through such a change, better VR experiences can be offered to users than in the past. Despite diversified interactions and contents, 
study on their usability lacks a lot so far. Recent studies are mainly focused on VR performance; however, there is a need to research 
what factors in HMD and interaction devices have an effect on user experience. This study aims to arrange the factors affecting 
user experience by each interaction used in VR and important factors to consider in designing, and to use them in the future 
studies. The key user experience factors arranged in this study have significance in that they have been arranged through literature 
review based on VR devices, and that the presented factors can be applied as scales in the future HMD-based VR interaction 
evaluation studies. 

2. Method 

This study was conducted through the following procedures (Figure 1): Based on the interactions classified by Kjeldskov (2001) and 
currently commercialized major VR devices, the current VR interactions were classified. Major VR devices were based on Oculus 
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Rift, HTC Vive, Samsung Gear VR, and Sony PlayStation VR. The interaction types defined in this study are remote controller, head 
tracking, and hand gesture. Concerning the remote controller, such manipulation types as touch pad, joystick, and trackball were 
integrated, since manipulation modes are different according to manufacturers. 

To look at studies corresponding to each interaction type, 113 literatures were collected. VR-related experimental researches were 
collected. In the case of non VR-based studies, studies applicable to HMD type VR devices were gathered. Centered on the collected 
studies, usability studies corresponding to each interaction were confirmed. In such a process, a screening process was carried out 
to validate whether the usability factors concerned are important factors in interaction. The screening process was undertaken 
in a mode to judge usability issues or evaluation scales adopted commonly in two or more studies as important factors in the 
same method as the method applied in a study of Kim et al. (2012). 

3. Literature Review 

3.1 Remote controller 

Although new interactions, such as head tracking or hand gesture, are presented in the HMD environment, the controller type in 
which users use a specific auxiliary equipment is used a lot. In the typical devices of HMD, Oculus Rift and HTC Vive, a remote 
controller is provided as a basic interaction. In Samsung VR device, a touch pad on the side of the device is used as a basic user 
interaction. 
 
Remote controller is a familiar interaction type used by users for a long time. Objective evaluation factors, such as task time and 
error rate putting priority on recognition ability, were mainly researched in the existing usability evaluation studies on remote 
controller. This study aims to draw outstanding remote controller usability evaluation factors in the HMD environment by including 
the studies that measured subjective factors with questionnaire or interview in addition to objective evaluation factors. Previous 
studies on remote controller's usability evaluation are as follows: 
 
Brown et al. (2015) conducted a study by noticing that complex studies associating games and remote controllers were insufficient, 
whereas HCI studies on computer games increased. McNamara and Kirakowski (2006) checked things required for measurement 
from the experience, usability, and functionality aspects to measure game controllers and comparatively measured, after undertaking 
case studies with game pad, keyboard, and steering wheel controller technologies much used as game controllers currently. From 



270 Junyoung Ahn, et al. J Ergon Soc Korea 

Journal of the Ergonomics Society of Korea 

the usability aspect, efficiency, effectiveness, and satisfaction were used, and efficiency was measured through subjective mental 
effort questionnaire. Effectiveness was measured with lap time as scale, and satisfaction was measured using consumer product 
questionnaire (CPQ). Wang et al. (2011) developed an interaction mixing a motor wheelchair used by long-term recuperation 
families within a household with visual, auditory, and haptic feedback, and carried out a study to prevent a motor wheelchair from 
colliding with an obstacle through improved interactions. From the usability aspect, efficiency, effectiveness, and satisfaction were 
also used. Task implementation was observed through power-mobility indoor driving assessment (PIDA) in terms of efficiency. 
Effectiveness was measured through personal rating using National Aeronautics and Space Administration Task Load Index (NASA-
TLX) as scale. Satisfaction was measured using the Quebec User Evaluation of Satisfaction with Assistive Technology (QUEST) and 
Psychosocial Impact of Assistive Devices Scale (PIADS). Boulay et al. (2011) conducted a study on the treatment of dementia patients 
through singing or playing a song that one selected by pointing the virtual keyboard using the WiiMote controller, and efficiency, 
effectiveness, and satisfaction were used as usability evaluation factors in the study as well. 
 
Many studies used various usability evaluation factors as controller usability evaluation method. Rupp et al. (2013) carried out a 
study comparing existing joystick interaction and keyboard interaction with X Box controller interaction. In their study, performance, 
workload, and usability were compared between interaction types, and a system usability scale (SUS) evaluation method was 
confirmed to be used in usability. Fernandes et al. (2010) performed the usability evaluation of 3D connection in a 3D Avatar game, 
'Second Life'. In their study, ease of learning, ease of remembering, ease of use, frequency of errors, and subjective satisfaction 
were used as usability evaluation factors. McMahan et al. (2010) conducted a comparative study on vehicle's steering wheel-shaped 
natural interaction controller and general shaped non-natural interaction controller in a Mario cart game. Usability evaluation factors 
included most liked, ease of use, most fun, and performance. Kurniawan et al. (2003) performed a study of joystick-based full 
screen magnifying glass usability evaluation for visually impaired people. Usability used in their study was the usability evaluation 
factor. 
 
Therefore effectiveness, efficiency, satisfaction, ease of learning, ease of use, ease of remembering, frequency of errors, most liked, 
most fun, and performance can be representative user experience factors adopted from existing studies. 

3.2 Head tracking 

Kjeldskov (2001) says that head tracking in an HMD is a very intuitive and natural interaction method, because a user can easily 
look at desired direction with just turning his/her head. In recently used HMDs including Gear VR, head tracking is mainly used 
as a method to change one's view by turning one's head. 
 
With regard to head tracking, studies on abnormal symptoms caused by head movement have been mainly carried out. For 
example, there were studies that measured motion sickness symptoms, such as dizziness due to movements of turning one's 
head using interview or questionnaire. Also, there were studies on subjective evaluation factors. For instance, there were studies 
measuring immersion, presence, concentration, stress, and preference felt by experiencing VR visually in an interview or a 
questionnaire fashion. In addition, there were studies on objective evaluation factors. For example, there were studies measuring 
only objective evaluation factors including task time and error rate. 
 
However, there were more studies checking such two or three factors, namely symptoms caused by simple head movement, 
subjective factors, and objective factors, rather than measuring only one among those three factors. Detailed factors (immersion, 
dizziness, task time) ascertained by study were mostly different. Studies on head tracking examined in this study are as follows: 
 
Howarth and Costello (1997) measured the differences of simulator sickness symptoms, visual symptoms, and malaise scale in 
the VDU (visual display unit) environment and HMD wearing environment through questionnaire. Also, experiment drop out 
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causes were measured through interviews with those who gave up the experiment in the middle of the experiment. First, the 
Pensacola Simulator Sickness Questionnaire (SSQ) of Kennedy et al. (1993) was used for measured simulation sickness symptom. 
The questionnaire evaluates the following with Likert scale score: general discomfort, fatigue, boredom, drowsiness, headache, 
eyestrain, sweating, claustrophobia, disorientation, nausea, and difficulty in concentration. Second, the questionnaire of Howarth 
and Istance (1985) was used for the measured visual symptom. The questionnaire evaluates the following with Likert scale score: 
tired eyes, sore or aching eyes, irritated eyes, watering or runny eyes, dry eyes, burning eyes, blurred vision, double vision, and 
general visual discomfort. Third, the Malaise Rating (MR) Scale questionnaire was used for the measured malaise scale. This 
questionnaire evaluates the following with 5-point Likert scale score: 1 point indicates no symptom, 2 points some symptom and 
no nausea, 3 points mild nausea, 4 points moderate nausea, and 5 points severe nausea. Lastly, the drop-out causes measured 
through interviews were three cases of headache and one case of nausea. Based on their study, the identification of physical and 
visual symptoms and malaise scale can be an important factor. 
 
Pal et al. (2016) compared three types of head tracking: Complete 6-DOF (degrees of freedom), rotational 3-DOF, and translational 
3-DOF. For comparison, task time and task errors, which are subjective measurements, were evaluated. Reported usability and 
presence were evaluated for subjective measurement. By using SSQ (Pensacola Simulator Sickness Questionnaire) used in a study 
of Howarth and Costello (1997), simulation sickness was also evaluated. Concerning usability, which is subjective measurement, the 
System Usability Scale (SUS) of Brooke (1996) was used. Presence was evaluated using the Slater-Usoh-Steed Presence Questionnaire 
(SUS PQ) of Slater et al. (1995). In their study, subjective and objective measurements were evaluated, unlike the study of Howarth 
and Costello (1997). Especially, they conducted scoring simulation sickness symptom and the presence of usability through 
questionnaire using SUS or SUS PQ, as well as SSQ, which can be noteworthy. 
 
Ragan et al. (2016) conducted a study on comparison of differences in the HMD and Cave environments according to three 
scopes of the screen showing VR (1x amplification with 360° horizontal display range, 1.5x amplification with 270° horizontal 
display range, 4x amplification with 120° horizontal display range). As a result, performance and errors were measured as objective 
measurements. Sickness was scored using SSQ as objective measurement. In addition, 3D video game experiences were confirmed 
through interviews in order to confirm experience, and feelings after experiment were collected through interviews. Although their 
study conducted scoring using SSQ, it has significance in that use experiences were confirmed, and a correlation that use experience 
was confirmed, and as there were more experiences, SSQ score was lower, and experiment performance was higher was grasped. 
 
Yano et al. (2014) conducted a study comparing widening, shifting, and diverging, which are three methods to expand the field 
of vision of VR in the state of wearing an HMD. Experiment was to find targets in VR through head tracking. As a result, the 
number of detected targets and accumulated head rotation in degree, which are objective measurements, were evaluated. Also, 
subjective measurements were measured. The naturalness of viewing and dizziness as subjective measurements were evaluated 
with a 10-point Likert scale. Workload was evaluated in addition, and their study used NASA-TLX (NASA Task Load Index) of Hart 
and Staveland (1988). 
 
The workload evaluation factors of NASA-TLX include mental demand, physical demand, temporal demand, effort, performance, 
and frustration level. 
 
Bruck and Watters (2011) measured cyber sickness in the VR environment of 3D image in the state of wearing shutter glasses, 
not wearing an HMD. For measurement, the SSQ of Kennedy et al. (1993) and Anxiety Questionnaire of Kim et al. (2005) were 
used. Besides, respiratory rate and heart rate per minute were measured. Through all these measurements, cyber sickness, vision 
factor, arousal factor, and fatigue were figured out. 
 
These previous studies measured physical or visual sicknesses through mainly SSQ or NASA-TLX; however, some measured only 
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some symptoms such as dizziness or stress through Likert scale-based questionnaire or interview. Of the studies assessing head 
tracking, some studies assessed only objective or subjective measurements without evaluating physical or visual sicknesses unlike 
mainstream studies. 
 
Van Nieuwenhuizen et al. (2016) carried out a study comparing the differences of image interfaces (inside view, outside view) and 
search methods (scrolling and head tracking, only head tracking), when a user views cylinder-shaped 3D image in the state of 
wearing an HMD. As objective measurements, the average speed of task performance, number of errors, and rotation in degree 
were measured. As subjective measurements, immersion, ease of viewing, intuitiveness, ease of learning, ease of remembering, 
physical or mental stress, and enjoyed the interface were measured using the Likert scale. Although their study evaluated physical 
or mental stress as subjective measurement, sickness was not detected through questionnaire including SSQ or NASA-TLX, but 
only Likert scale was used, which can be a difference from the studies examined above. 
 
In a study of Martel et al. (2016), task time, the number of errors, and number of success were measured as objective measurements, 
after an HMD and a mouse were used like a controller in the VR game environment. As subjective measurements, immersion was 
evaluated using some questions of the Immersive Experiences Questionnaire (IEQ) of Jennett et al. (2008). 
 
Meanwhile, Mourant and Jaeger (2000) compared results according to differences in HOV (high-occupancy vehicle) through a 
virtual environment driving simulator in the state of wearing a helmet mounted display containing a gyro sensor. For comparison, 
only driving speed, driving distance, and driving time, which are objective measurements, were used. 

3.3 Hand gesture 

Murthy and Jadon (2009) viewed VR as a domain that can be manipulated with deeper sense of reality through 3D gesture 
interactions, and they classified vision-based gestures and glove-based gestures according to recognition method. Their study 
arranged studies on gestures according to the classification of Murthy and Jadon (2009). 

3.3.1 Vision-based gesture 

The study of Murthy and Jadon (2009) explained that vision-based gestures need to have efficiency technically. Namely, their study 
explained that interactions generate more effective and cost-effective aspect, when technology or algorithms to recognize gestures 
are efficient. Also, they asserted that a user should be able to adapt easily, which can be important for scalability in the environment 
having scales different from reality such as desktop, as well as in the virtual environment. Krum et al. (2002) carried out a study 
on multimodal interactions operating VGIS (virtual geographic information system) suggested in a study of Lindstrom et al. (1997). 
Especially, responsiveness, ease of learning, and ease of use were presented as scales and standards in using gesture manipulation. 
In other words, how fast a user can respond should be detected, and whether it is easy for a novice to learn and recognition load 
from the user perspective need to be considered. A study of Baudel and Beaudouin-Lafon (1993) suggested a remote controller 
using vision-based gestures. Their study saw two issues of gesture input. First, fatigue caused in the gesture interaction process. 
This is accompanied by more muscles than those in the keyboard or voice interaction. In this regard, fatigue should be able to 
be minimized by enhancing efficiency including presenting a simple and quick gesture. In relation with ease of learning, they 
insisted that the gestures used for interaction should be those that a user must know. Therefore, simpler, more natural and 
consistent gestures need to be presented to users. In addition, they said immediate feedback of gestures are important as well. 
Song et al. (2012) performed a study on vision-based gesture interactions to manipulate 3D objects in the virual environment, and 
the manipulation of handle bar with both hands in the real environment was carried out as metaphor, and thus more effective and 
reality-friendly interaction experiences were offered. Through such a manipulation, they reported that users can use intuitive use, 
and they need to have controllability through which intuitive use is possible, and the controllability easy to remember and good. 
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Kim et al. (2005) presented gesture interactions for 3D modeling, and they reported that they improved interaction accuracy more 
through visual feedback in their study. That is, 3D modeling of user's hand visually enables more accurate interactions, compared 
to the case not doing so. In VR, they pointed out the usability of interaction between a user and a virtual model is an issue, and 
they reported that more meaningful modeling is possible than the case of gestures easy to use. 

3.3.2 Glove-based gesture 

Murthy and Jadon (2009) asserted that easy and natural interactions for users are important with regard to a gesture interaction 
method using data glove. The reason is presumed that inconvenience may be caused due to wearing data glove and cable to 
connect with a computer, unlike the vision mode in which relatively natural interaction is possible. Yang and Kim (2002) suggested 
a motion training system using head tracking in the HMD VR environment in their study, and they insisted that offering multimodal 
feedback to implement the system can be an objective. For example, they explained haptic needs to be considered materially in 
the case of a motion like rowing. They also comparatively evaluated the suggested virtual environment system with the existing 
real environment. In their study, whether a user can learn a motion efficiently and quickly was validated by measuring motion speed 
and error rate. Bowman et al. (2001) undertook a study on interaction design in 3D interface, such as virtual environment, and 
they classified interaction devices into input devices and output devices. They emphasized that natural, efficient, and task-
harmonizing input is needed as to an input device and that feedback like haptic will be more important in 3D UI in VR in the case 
of output devices. In relation with interaction skills, they explained user training and learning as key guidelines in the interaction 
process including navigation. Stanney et al. (1998) arranged ergonomic issues existing in the virtual environment in a study, and 
they reported that maximization of performance efficiency in the virtual world is a basic development direction required for the 
effective virtual environment. Likewise, from the navigation perspective, they explained that user's task performance ability will 
reach a limit seriously, if user's navigation is not effectively conducted within VR. They saw haptic feedback as an important issue 
in the virtual environment according to human sense. Haptic feedback in VR is required for better performance and presence 
(Biocca, 1992). 
 
Existing previous studies were examined according to the two types of classification mentioned above. Irrelevant of gesture 
classification, usability factors, to which interaction devices for VR can be applied in the other interaction methods in addition to 
gestures, exist. Feedback is mentioned as a key usability factor in numerous previous studies on gestures. A study of Welch et al. 
(1996) saw feedback between user's motion and display's motion as a material factor that can bring a positive effect on interaction's 
vividness. They also suggested that feedback delay needs to be 200~220ms maximum for vivid interaction. Schuemie et al. (2001) 
conducted a study on presence in the virtual environment, and they insisted that a user needs to be ready-to-hand to use tools 
immediately in terms of interactions and that a user should always feel usefulness in performing any task. Kjeldskov (2001) 
compared interactions by classifying VR displays into full immersive VR displays and partial immersive VR displays. Especially, he 
stressed that an interaction implemented by virtual hand within the virtual environment for close-by interaction needs to be 
intuitive and natural. 

4. Results 

Based on the previous studies investigated above, key user experience factors by each interaction have been summarized. The 
different terms adopted in literatures were revised to be consistent, and only the factors adopted by two literatures or more are 
summarized as follows: 
 
User experience factors in controllers are presented as follows (Table 1): A controller is an interaction type adopted and used for 
relatively longer than other interaction types. For this reason, the controller type using a specific auxiliary device in a new HMD 
environment is used a lot, and it is an interaction type very familiar to users. In previous studies on controllers, traditional usability 
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evaluation factors used long before are judged to be relatively more suitable, compared to other interaction types. The satisfaction 
evaluation factor of a user in using interaction was the most used usability evaluation factor. Since the concept of satisfaction deals 
with effects on users, a controller, through which natural interactions can be carried out, suitable for situations is required to be 
used so that a user may not undergo inconveniences and have positive attitudes. However, satisfaction becomes an important 
factor to various platforms and interaction types, as well as to controllers. Therefore, this study excluded satisfaction from the 
usability factors of a controller. And then, the usability evaluation factors on ease of use and on how much efficient a controller 
is between a user and the VR environment (efficiency) are regarded as important. Since differences between ease of use and 
efficiency may occur depending on what type of controller is used in evaluating usability in the VR environment, the selection 
of a controller device will become a key issue. Additionally, usability evaluation factors on effectiveness and ease of learning are 
confirmed to be also important. 
 

In conclusion, key user experience factors in terms of controller are ease of learning, ease of use, effectiveness, and efficiency. 
 
Key user experience factors in head tracking are sickness, immersion, fatigue, stress, ease of learning, and intuitiveness (Table 2). 
Because user moves his/her head in terms of head tracking, unlike controller or gesture, sickness was mentioned in the most papers, 
and it appears to be the most important factor. However, the questionnaires to measure sickness include SSQ and Malaise Scale, 
and thus they are not unified. Therefore, consideration on which questionnaire is more suitable seems to be necessary. Actually, 
head tracking can be a usability factor to be considered more importantly, since visual change viewed through an HMD by turning 

Table 2. Head tracking 

 

Howarth 
and Costello 

(1997) 

Pal 
et al. 
(2016) 

Ragan 
et al. 
(2016) 

Yano 
et al. 
(2014) 

Bruck 
and Watters 

(2011) 

Van Nieuwenhuizen 
et al. 
(2016) 

Martel 
et al. 
(2016) 

Sickness x x x x x   

Immersion      x x 

Intuitiveness  x    x  

Stress    x x x  

Fatigue    x x   

Ease of learning  x    x  

Table 1. Remote controller 

 

Rupp 
et al. 
(2013) 

Fernandes 
et al. 
(2010) 

Brown 
et al. 
(2015) 

Kurniawan 
et al. 
(2003) 

Wang 
et al. 
(2011) 

Boulay 
et al. 
(2011) 

McMahan 
et al. 
(2010) 

Ease of learning x x      
Ease of use x x  x   x 

Satisfaction x x x  x x  
Effectiveness   x  x x  
Efficiency  x x  x x  
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one's head is biggest in comparison with controller or gesture in terms of immersion or intuitiveness. Immersion can be evaluated 
using IEQ in addition to Likert scale, and intuitiveness can be assessed through SUS questionnaire, Likert scale, and interview. 
Because a user must move his/her head, and motion becomes bigger, stress and fatigue need to be included in usability evaluation. 
NASA-TLX questionnaire can be used for stress, and fatigue can be evaluated through Likert scale or interview. When a user 
performs a task of movement through head tracking, how much it is easy to learn motion change depending on head movement 
can be a usability evaluation factor that can be considered, and it can be evaluated through Likert scale-based questionnaire and 
interview. 
 
There are 11 key user experience factors in gestures (Table 3). Feedback is the factor emphasized and adopted most in the 
previous studies, and can be the most important factor in gestures. For the accuracy of gestures in the VR environment, visual 
feedback needs to be provided, and furthermore haptic feedback should be able to be offered to users so that the same 
experiences as in the real world can be offered to users in the virtual environment. Following the gesture, ease of learning and 
ease of use were confirmed to be important factors in the interaction process. Although these are the factors emphasized in all 
the interaction process, gestures are important in that natural interactions should be induced in the real environment, different 
from the controller mode. To offer ease of learning and ease of use to users, the gesture vocabulary familiar and already known 
in the real environment should be applied to make adaptation easy (adaptability), and gestures need to be natural gestures 
reflecting users' mental model on the existing manipulation methods. In this context, consistent, simple, and intuitive gesture 
vocabulary using the number of gestures, which are easy to remember in consideration of users' recognition load, needs to be 
presented. From the manipulation command perspective, the gesture should be useful (usefulness) to the manipulation command 
to adopt a gesture interaction to manipulation commands. To this end, only efficient manipulation commands to gesture 
manipulation need to be adopted (efficiency). Lastly, from the responsiveness perspective, there should be no gap between user 
manipulation in the real environment and responsive speed in the virtual environment. 
 

 

Table 3. Hand gesture 

 

Argyros 
and 

Lourakis 
(2006) 

 

Krum 
et al. 
(2002) 

 
 

Baudel 
and 

Beaudouin 
-Lafon 
(1993) 

Bowman 
et al. 
(2001) 

 
 

Kim 
et al. 
(2005) 

 
 

Stanney 
et al. 
(1998) 

 
 

Yang 
and 
Kim 

(2002) 
 

Schuemie 
et al. 
(2001) 

 
 

Welch 
et al. 
(1996) 

 
 

Wachs 
et al. 
(2011) 

 
 

Murthy 
and 

Jadon 
(2009) 

 

Song 
et al. 
(2012) 

 
 

Ease of learning x x  x   x   x   
Ease of use x x   x x    x x x 

Feedback   x  x x x  x x   
Consistent  x x          
Simple  x x          
Natural   x x       x x 

Efficiency    x  x     x  
Responsiveness    x      x   
Usefulness     x   x     
Intuitiveness        x  x  x 

Adaptability          x x  
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The usability factors mentioned above are those mentioned in two papers or more at least. However, there are usability factors 
mentioned in only on paper. For example, ease of remembering and frequency of errors were in remote controller. In head tracking, 
presence, naturalness, and precision existed, and way finding was in gesture. These usability factors are regarded as necessary 
for usability evaluation of each interaction method. However, those were remarked in one of the 29 papers, and thus they were 
excluded, because they were judged to be unreasonable to view them as essential user experience factors adopted by most 
studies. 
 
As above, key user experience factors on three representative interaction types in the VR environment were arranged. Consequently, 
it was ascertained that commonly detected factors in the three interaction types existed in this study, and such common factors 
were judged to be separately arranged. The common factors are ease of learning, ease of use, and satisfaction, and these are 
presumed to be user experience factors essential to all interactions. These three factors need to be used as scales to be taken 
into account for all interactions. 

5. Conclusion 

This study presented key user experience factors on three interaction types adopted for the HMD environment-based VR devices. 
Towards this end, existing studies related to or applicable to VR were investigated, and important usability factors were drawn 
according to the framework of this study. 
 
In conclusion, the key user experience factors specialized for each interaction are as follows: two factors (effectiveness and efficiency) 
in remote controller, five factors (sickness, immersion, fatigue, stress, and intuitiveness) in head tracking, and nine factors (feedback, 
adaptability, natural, consistent, simple, intuitiveness, usefulness, efficiency, and responsiveness in gesture). Ease of learning, ease 
of use, and satisfaction are included in the common key user experience factors. 
 
Upon investigation of studies mainly on usability evaluation, numerous previous studies, in which a traditional interaction type, 
controller, measures technical part quantitatively, were verified to exist. Meanwhile, other interaction types did not deal with technical 
issues relatively. 
 
A further study needs to carry out diversified usability evaluations containing qualitative measurement considering technical 
factors that affect usability by interaction type and qualitative scales in which user experiences are founded. A study on usability 
in line with various contexts should be conducted in the future in that usability evaluation methods can differ depending on 
contents and services. 
 
Although numerous technical studies to implement VR exist, usability evaluation studies are still insufficient. Diverse usability 
studies need to be undertaken for the best interaction experiences in the VR environment. This study has significance, as user 
experience factors presented in this study can be used as evaluation scales. 
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