
This paper considers a Bayesian Network analysis for understanding the heterogeneous cross-category effects 

of different promotion activities and developing an efficient overall promotion strategy for a large retail store. 

More specifically we differentiate price reduction promotion and floor promotion and study their heterogeneous ef-

fect on consumer purchase behavior under a market basket setting. We then utilize Bayesian networks in identi-

fying complex association structure in market basket dataset by analyzing the effects of different promotional ac-

tivities and also include the effects of time, family income and size. We find from our Bayesian network analysis 

that the dominant cross-category promotion effect of price promotion is the indirect effect whereas the dominant 

cross-category promotion effect of floor promotion is the direct effect. Also, among the demographic variables we 

find that family size of the household is linked with more product categories compared to income and see that 

there are differences in the extent of the effects by product category. Finally, we also show the existence of 

products acting as a network hub and how they can be utilized by retailers faced with a limited marketing budg-

et and suggest a more efficient promotion strategy.
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1. Introduction

Utilizing consumer’s market basket (scanner) 

data to extract and understand consumer behavior, 

has been a problem which intrigued researchers in 

both marketing and data mining for a long time. 

One line of research is on modelling consumer’s 

purchase decisions in terms of product categories 

and brand choice and how they are affected by 

marketing mix variables. Another line of research 

in this area focuses on modelling store choice pro-

blem and finding ways to increase customer loyalty. 

Finally, there are works which study the timing 

aspect of consumer purchase behavior such as time 

between purchases. In this study, we develop Baye-

sian networks to understand different aspects of 

consumer’s multi-category purchase decisions and 

the effects of marketing-mix variables using mar-

ket basket data.

The main problem within the context of con-

sumer’s choice behavior under multi-category set-

ting is the complicated nature of interdependent 

structure between product categories. One may find 

number of products appearing in a given basket of 

goods because they are related complimentary pro-

ducts (such as beer and chips), have similar pur-

chase cycle (such as beer and diaper) or by pure 

coincidence. Identifying the existence and the na-

ture of these relationships becomes important, as 

marketing activity on one product will not only 

affect consumer’s purchase decision on that pro-

duct but on other dependent products as well. Most 

widely used models in regards to the multi-cate-

gory choice problem is the multivariate probit 

model (MVP), as seen in Manchanda et al. [21] and 

Chib et al. [4]. These studies incorporate the coin-

cidence and complementary effect in defining indi-

vidual’s indirect utility function and discover that 

significant cross-category effect exist in both price 

and promotion terms. There is also the multivariate 

logit model (MNL) suggested by Russell and Petersen 

[25], which also looks at the utility of individual 

households based on the extension of the multi-

nomial logit model. However, the proposed theore-

tical models are limited in the sense that they look 

at bivariate cross-category relationships which may 

lead to biased results. Chib et al. [4] for instance, 

runs the MVP model simultaneously in a consumer 

choice setting with twelve product categories and 

finds that bivariate model is biased in both esti-

mating the cross-category correlations and the 

effects of cross-category promotion effects. Note, 

that even Chib’s model does not take into account 

the full interdependent structure among twelve 

product categories simultaneously but only looks at 

the relationship between two categories at a time. 

Hence, a more accurate picture of the full cross- 

category dependence structure may be found from 

incorporates the data-mining approach. These data 

mining approaches include structure construction 

through association rules found in Agrawal et al. 

[1], general network from Choi and Kim [7] and 

Kim et al. [19], growing neural networks from Decker 

[9] and Jung and Lee [17], and Bayes networks 

models proposed by Giudici and Passerone [14]. 

These approaches look at the joint dependent struc-

ture over the entire product categories and show 

that changes in consumer’s choice in a category 

may affect not one but many different categories. 

Also previous literature shows limitations in re-

gards to incorporating time aspect into the general 

model. Chintagunta et al. [5] proposes the condi-

tional hazard function approach and Seetharaman 

and Chintagunta [27] proposes the proportional 

hazard model (PHM) to model the purchase timing 

problem. Specifically, these models estimate the 
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inter purchase times of a product using the hazard 

functions. However, these do not consider multi- 

category settings or look at the possible temporal 

effects of the marketing mix variables. 

In this study, our objective is to develop models 

based on Bayesian network methods to address 

some of the problems not yet addressed in the 

marketing literature in regards to the market bas-

ket analysis. Specifically, we explore the effects of 

marketing-mix variables (such as coupons, display 

etc), demographic heterogeneity of households and 

seasonality on the joint association structure. Our 

approach is based on Bayesian network method of 

Heckerman et al. [15] and Markov Chain Monte 

Carlo model composition algorithm () of Madigan 

and York [20], which was proposed to graphically 

model joint structures in discrete data. We show 

how our approach can potentially increase the 

efficiency in marketing activities by describing a 

more accurate joint association structure. In so 

doing, we extend the work of Giudici and Passerone 

[14] by incorporating marketing-mix, seasonality 

and heterogeneity effects in the model. One of the 

attractive feature of our approach is that we can 

handle the joint probability structure of the full 

model whereas classical methods find it computa-

tionally burdensome when the number of cate-

gories become large

Rest of the paper is organized as follows. First 

we present the basic model studied in the literature 

regarding cross-category association and promotion 

effects in section 2. In section 3, we briefly define 

and illustrate the Bayes network model for our 

problem and the implementation algorithm. We 

then present our finding in section 4 and conclude 

the paper with limitations and possible future 

research in section 5.

2. Literature Review

Utility based consumer choice models are among 

the most widely used methods to explain consumer 

choice behavior in both single category and multi- 

category setting. Here, researchers argue that the 

consumer’s choice is based on some type of latent 

utility function related to each category, and model 

accordingly. In the multi-category setting, Manchanda 

et al. [21] model these latent utilities as a linear 

function of base utility from the product itself, 

utility arising from the direct marketing activity on 

the same product and utility from cross-effects. 

Specifically, cross-effect is defined as the changes 

in overall purchase utility from marketing acti-

vities of other categories. Manchanda et al. [21] 

also adds a random error vector which follows a 

multivariate normal distribution to capture coinci-

dences in the shopping basket, and utilizes the 

multivariate probit model of Chib and Greenberg 

[3] to solve the problem. Russell and Petersen [25] 

defines the conditional choice models in determi-

ning the probability of purchasing in the final cate-

gory given the choice decisions on other categories 

and solve them by utilizing the multivariate logi-

stic distribution of Cox [8]. 

Another approach in determining meaningful rela-

tionships within a market basket dataset comes 

from the data mining literature. One of the first 

and most influential work in the data mining lite-

rature is the seminal work by Agrawal et al. [1] 

where they devise a comprehensive algorithm to 

mine association rules in a large dataset. Associ-

ation rules, for example, may be statements as 

such : 75% of the baskets which contain chocolate 

and coffee also contains bananas, and as one can 

see there are multiple ways to utilize these rules 

in practice. More recently, there are also methods 
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which uses artificial neural networks such as the 

works of Won [29]. Specifically, Decker [9] uses a 

dynamic algorithm is defined to identify and con-

nect the nodes (market basket) similar to each 

other. 

There are however, certain limitations asso-

ciated with these approaches. Namely, in utility 

based consumer choice models, parameter estima-

tion becomes extremely tedious and in many cases 

just infeasible when the number of product cate-

gories become large. One can see from previous 

works that at most these models look at bivariate 

relationships simultaneously. If the limitations in 

utility based models are computational issues, then 

the limitations we find in the data mining literature 

are more conceptual. Association rules and neural 

networks all work well computationally and are 

able to find those cluster of product categories 

which appear together in a basket, but fail in 

linking the observed patterns to consumer profiles 

or other exogenous variables (such as marketing 

mix variables) which may be the underlying reason 

behind such patterns. 

With advances in computing and simulation algo-

rithms, Bayesian belief networks pioneered by the 

works of Friedman et al. [11] and Heckerman et al. 

[12] first received great attention in general classi-

fication problems and is used in various fields such 

as environment systems modelling [6] and supply 

network risk analysis [13]. Bayesian network is a 

graphical representation of the probabilistic struc-

ture among a set of variables where variables them-

selves are represented as nodes of the graph and 

directed arrows between the nodes representing 

the probabilistic structure. Hence, it is only natural 

to utilize Bayes network in market basket analysis 

problem for the nodes can represent the product 

categories and the directed arrows can show the 

conditional probabilistic structure between the pro-

duct categories present in the shopping basket. 

Another advantage in Bayesian networks is that 

the measure and direction of directed graph repre-

sents the conditional probabilities, and hence one 

can make probabilistic statements. Also with Baye-

sian network, one can also calculate the posterior 

probability of the network itself and hence the user 

has a clear measure to compare different candidate 

association structures.

Giudici and Passerone [14] previously utilized 

Bayesian network methods in regards to the mar-

ket basket problem. Giudici and Passerone [14], 

mainly focuses on the strengths of the Bayesian 

network by comparing Bayes network methods to 

classical graphical methods. They find that In con-

trast to the classical methods, Bayesian network 

allows the user to directly analyze the full con-

tingency table of the possible categories/nodes and 

can be used on very small and sparse datasets. 

They also introduces some marketing mix and de-

mographic variables in the model, but other than 

the general form of the network structure, no quan-

tification of the promotion effects were made. There-

fore in this study, we extend previous literature 

and the use of Bayesian networks in identifying 

complex association structure in market basket 

dataset by analyzing the effects of different pro-

motional activities within the Bayesian network 

framework and also include the effects of time by 

incorporating time-related variable.

3. Bayesian Network Model for 
Cross-Category Promotion

3.1 Bayes Network

First we give a brief introduction of the Bayes 
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network. Generally, a Bayes network, N = (X, G, 

P) over a set of variables X, consists of an acyclic 

directed graph (DAG) G = (V, E), where V is a 

set of nodes and E is a set of directed edges, and 

a set of conditional probabilities P. Here, a DAG 

is further defined to be a graph with directed edges 

between node υ without any directed cycles. Note 

there exist one-to-one to relationships between 

each nodes of the graph υ and mutually exclusive 

finite discrete random variables ∈. Also given 

the network, the DAG specifies the nature of con-

ditional and mutual independence structure bet-

ween random variables with the directed edges E. 

Following is a more formal definition of the Bayes 

network, N = (X, G, P) by Jensen [16]. 

Definition 1 : A (discrete) Bayes Network N = 

(X, G, P) consists of

∙a DAG; G = (V, E) with nodes     ⋯  

   and directed links E

∙a set of discrete random variables, X, repre-

sented by the nodes V of the graph G

∙a set of conditional probability distributions, P, 

containing one distribution, 
    for each 

random variable ∈.

Given a clear description of the random vari-

ables, the most critical components of the Bayes 

network are the DAG, which shows the conditional 

independence structure between variables, and the 

corresponding set of conditional probability distri-

butions. Furthermore, utilizing Bayesian principles, 

a Bayes network gives a joint probability distri-

bution over a set of random variables X, meaning 

that the set of conditional probability distribution 

P specifies a multiplicative factorization of the joint 

distribution by the chain rule. The following simple 

example is a demonstration of the use of Bayes 

network in modelling different probabilistic struc-

tures. 

Example 1 : Let        be a set of ran-

dom variables and assume also that the conditional 

probabilities are defined, then the following are 

some possible joint probability structures. 

X1 X3X2

<Figure 1> Mutual Independence

<Figure 1> shows no connections, meaning that 

no node has a parent or a child, and the joint prob-

ability is given by : 
 

 
  






X1

X3

X2

<Figure 2> Complete Dependence

In <Figure 2>, we see that   has two parents 

in 
   and that   has one parent in   and 

hence the joint probability is given by : 
 




  


 







X1 X3X2

<Figure 3> Conditional Independence

<Figure 3> represents a distinctive conditional 

independence structure. Specifically,   has one 

parent in   and   has one parent in  . This in 

turn implies that   and   are conditionally inde-
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pendent given  . Therefore, the joint probability 

is given by :        

In sum, a probabilistic model with interactions 

between a set of random variables may be repre-

sented as a joint probability for inference and pre-

diction purposes. In regards to the market basket 

problem it is only natural to utilize a Bayes net-

work, which is a more compact and clear way of 

representing the joint probability structure of a 

large set of discrete random variables. 

3.2 Modelling Cross-Category Promotion 

Effect with Bayes Network 

In this subsection, we aim to introduce the ideas 

in marketing which relate the effects of exogenous 

variables such as marketing-mix and customer 

demographic variables on the sales or the choice 

of products and describe how we plan to utilize the 

Bayes network methods to model them. 

We will first consider the effects of marke-

ting-mix variables and more specifically explore 

different models which explain the cross-cate-

gory promotion effects. One of the most docu-

mented operational strategies which could be 

used by retailers to induce an increase in sales 

of a specific product, is that of product promo-

tion. Blattberg et al. [2] give a thorough review 

of the promotion literature and there they define 

promotion activities as not only price promotions 

(temporary price discounts to the customer) but 

also include distribution of coupons, display and 

feature advertising activity direct to the con-

sumer. Specifically, the study highlights that pro-

motion activities can either change the magni-

tude of consumer’s purchases and/or enhance store 

traffic. Another important study regarding pro-

motion strategy is done by Mulhern and Leone 

[24], where they emphasize the presence of de-

mand interrelationships among multiple products 

within a store. As we have discussed, the unde-

rlying problem is a multi-category problem and 

single product promotion strategy and implica-

tions of simple buyer-seller models have limited 

value in devising promotion strategies. There-

fore, we will look at the promotion problem in a 

multi-product setting identifying and analyzing 

interdependent structure between products.

Throughout the marketing literature, resear-

chers agree that promotion activities in one cate-

gory have impacts on the sale of products within 

that category, but they differ in modelling cross- 

category promotion effects depending on the na-

ture of the underlying relationship between cate-

gories. All in all, there are three modelling para-

digms related to cross-category promotion effects. 

Direct promotion effect proposed by Manchanda 

et al. [21] can be described as promotion acti-

vities on category A directly affecting the pur-

chasing behavior not only on category A but also 

category B. The second paradigm, “indirect pro-

motion effect” described by Russel et al. [26], is 

where promotion activities in a category A only 

affect purchasing decisions in this category but 

the changes in purchasing patterns in category 

A affects the purchasing behavior in category B. 

Therefore promotion activities in category A 

indirectly affect purchasing decisions in category 

B. Finally there is the mixed promotion model 

where both direct and indirect promotion effects 

are present across product categories. Simple 

Bayes network representations of these different 

promotion effects are illustrated in <Figure 3> 

below. 
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Pro(A)

A B

Pro(A)

A B A

Pro(A)

B

Direct Promotion Effect Indirect Promotion Effect Mixed Promotion Effect

<Figure 3> Bayes Network Representation of Cross-Category Promotion

The other important dependence structure bet-

ween categories is that of a coincidence relation. 

For example, consumers may purchase different 

items in a shopping trip due to habit [18], mood 

[10], store layout [28] and similar product cycle 

or due to seasonal effects. Finally, consumer 

heterogeneity may also be an underlying reason 

behind certain joint purchase patterns. Although 

these factors are usually not controllable by the 

retailer, if data (such as consumer demogra-

phics) are available then one may investigate the 

true nature of the association between catego-

ries. Distinguishing between different dependence 

structures is fundamentally important, as diffe-

rent promotion strategy may be required to tar-

get different aspects of the relationships. 

How one models cross-category promotion is 

entirely up to the researcher. If there exists some 

prior knowledge on product dependency struc-

ture then one can specify these structures a 

priori, where they could be direct, indirect or 

mixed promotion models. If there is no past data 

or expert opinion on the matter then one can also 

follow a pure data mining approach and try to 

find the best cross-category dependence struc-

ture from scratch or by starting with a uniform 

prior on possible network structures. In any case, 

we will use the Bayesian network as (i) it can 

handle all three promotion models described 

above, (ii) it is easy to represent and model the 

dependence structure between categories and 

(iii) it can be used to learn the structure when 

there is no prior structural knowledge available. 

In addition to the promotion variables, we pro-

pose to include seasonal indicator variables and 

consumer demographic variables to see how the 

association structure changes with respect to 

these variables.

3.3 Data and Model Algorithm

The market basket dataset we will use for our 

model include weekly sales data of multiple pro-

duct categories from six grocery stores in the 

Chicago Metropolitan area, where 500 households 

were followed for a 2 year period. The dataset 

also includes store’s promotion activity over the 

time period and customer demographic data. 

Now, recall that the Bayesian network is graphi-

cal model which consists of a DAG, a set of 

variables and a set of conditional probabilities 

corresponding to the edges between variables. 

Hence, in <Table 1> we define the necessary 

ingredients for the Bayesian network by discre-

tizing the raw data and create the following 

variables for each k.
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Variable Definition

 1 if the product in category i is promoted in transaction k; 0 otherwise

 1 if the household in transaction k has income greater than the median; 0 otherwise

 1 if the household in transaction k has more than 1 member; 0 otherwise



12 monthly binary variable which takes the value 1 if the transaction k occurred in that given 
month; 0 otherwise



0 quantity of product in category i in transaction k is 0
1 quantity of product in category i in transaction k is below the median level and > 0
2 quantity of product in category i in transaction k is above the median level

<Table 1> Definition of Exogenous Variables Used in the Model

Note that we do not need to estimate the pro-

babilities related to  ,  ,   and   variables 

as they are exogenous variables known by the 

retailer. This information also allows us to know 

that nodes corresponding to  ,  ,   and   

variables do not have parent nodes as promotion 

activity run by the stores were not targeted on any 

demographic groups or seasons. Also we assume 

that these exogenous variables are independent of 

each other and therefore eliminate the possibility 

of edges between them. Finally, from previous mar-

keting literature it is reasonable to assume that the 

exogenous variables affect product purchase and 

not vice versa. Hence, when a link is identified 

between product purchase variable and exogenous 

variables we fix the direction of the link to be one- 

way (i.e. from exogenous variables to the purchase 

variable). 

For estimation of the network, we assign Diri-

chlet priors for cell probabilities and Uniform priors 

for initial model likelihoods and utilize the MC3 

model selection algorithm of Madigan and York 

[20]. Our work is a direct and logical extension of 

Giudici and Passerone [14], where the focus was 

to identify the product clusters only. Once these 

clusters are identified, it can provide the retail ma-

nagers with valuable information on planning some 

type of targeted marketing and operational stra-

tegies for different sections of consumers and at 

different times over the course of the year. The 

following algorithm outlines the steps we take in 

the study. 

Network Search Algorithm

1. Initialization : Set initial network model 

2. For every iteration l = 1 to L+S-1

   - Sample u～U[0, 1]

   - Sample M’～Q(․| )

   - if u < R then    ′
   - else  

 

3. After burn in period of L, collect the sample of 

network models    
 ⋯     checking 

the convergence of the MC chain

4. Set a desired level of marginal posterior prob-

abilities for network edges to a given level α

5. Identify all edges   that satisfies 
 ≥

6. Create the Bayes network with all identified 

edges in step 5

7. Updated the parameters given the final network 

in step 6

4. Results

After sorting the raw market basket dataset to 

conform to our setting, we find a total of 61567 

transaction baskets each with 58 variables, and we 
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break them down to a training dataset with 56567 

baskets and a testing dataset with 5000 baskets. 

In more detail, these 58 variables consist of 22 

product purchase variables, 22 promotion variables, 

12 monthly indicator variables, an income variable 

and a family size variable. For this analysis we use 

SAS and R software on a personal computer with 

INTEL(R) i7-2600 CPU 3.40Ghz processor and 

16GB RAM memory. 

There are many validation techniques and me-

trics in the literature which evaluate model com-

plexity, prediction performance, uncertainty and edge 

direction. Marcot [22] gives an excellent review on 

set of existing and new measures for evaluating 

Bayesian network model performance and uncer-

tainty. In this study we use a validation statistic 

which is based on the similarities of edges and the 

direction of edges generated from the dataset. After 

randomly splitting the training dataset to two data-

sets   and  , we computed the average network 

structure via the    algorithm, denoted   and 

 . Now, by defining the set of edges present in 

  and   as   and  , we compute the ratio of 

common edges in both networks  

 , where 

  ∩   and   ∪ . After repeating 

the validation process 20 times for each α levels, 

we present the result in <Table 2>. 

     

r 0.84 0.90 0.93

<Table 2> Model Validation Results

We can see that the ratio of common edges in 

independent networks created through the algo-

rithm is relatively high, meaning that there are 

common patterns identified from our dataset. By 

reviewing these validation statistics, we can rea-

sonably conclude that the average network struc-

tures generated from the    algorithm are con-

sistent networks.

In determining the edge direction we follow the 

posterior probability approach of Margaritis [23] 

and Gamez et al. [12]. For example, when both 

direction is possible between nodes we choose the 

direction where the posterior probability, calcu-

lated from MCMC generated sample of networks, 

is higher. 

4.1 Cross Category Promotion Effect of Coupons

First, we only consider coupons as promotion 

variable and generated the Bayes network with 

posterior edge probability   . The resulting 

network   in <Figure 4> shows many interesting 

characteristics. The most obvious pattern that we 

observe is that all of the monthly indicator vari-

ables are not connected with the rest of the net-

work, meaning that the probability of a certain 

product being present in a basket is not affected 

by the month or time of the transaction. Consi-

dering the fact that the products considered here 

in the model are staples, or everyday goods, it is 

reasonable to conclude that time is not a significant 

exogenous factor in consumer’s purchase decision. 

Another key feature of the network we need to 

address is that there are no cross-category edges 

between a promotion node and product nodes. All 

22 promotion nodes are directly connected to the 

product nodes of the same product category, mea-

ning that there are no direct cross-category pro-

motion occurring here. Note that in this Bayesian 

network model we only considered coupons as means 

for promotion. Coupons are usually used as a tar-

get promotion tool, as they are direct price dis-

counts for a specific product and this may be the 



24 김 범 수

<Figure 4> Bayes Network () Detailing the Cross-Category Promotion Effect of Coupons

reason behind no cross-category connections. How-

ever, this does not mean that there is no cross- 

category promotion effect as indirect cross-cate-

gory promotion effect may occur through the links 

between product nodes themselves. 

For example, we see from <Figure 5> below that 

coupons on yogurt, cereal, snacks and softdrinks 

increase the conditional probability of these products 

being included in a consumer’s basket. In addition, 

note that yogurt being present in the basket in-

creases the conditional probability of cereal being 

present in the basket as well. Hence, one can con-

clude that coupons on yogurt increase the con-

ditional probability of cereal being present in the 

consumer’s basket by affecting the conditional pro-

bability of yogurt being included in the basket. 

Similar analysis can be applied to the product cluster 

of softdrinks and snacks. 

 <Figure 5> Examples of Cross-Category Effect of 
Coupons Identified in Bayes Network 
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One can also identify certain products acting as 

a hub within the network. The node representing 

the paper towl is linked with 5 different product 

nodes, i.e. coffee, vitamin pills, tissue, catfood and 

softdrinks. We also see that soap is linked with 3 

different product nodes. From these product hubs, 

retailers can identify key products where they can 

focus their promotion effort. Assuming that the cost 

of promotion through coupons is constant across 

products and that there is a limited marketing bud-

get, it would be profitable for the retailers to focus 

their efforts on these key products as the presence 

of these key products affect the conditional prob-

ability of more secondary products being present 

simultaneously. 

Finally, we can see the different effects of de-

mographic variables, income and family size, on the 

conditional probabilities of the products being in-

cluded in the consumer’s shopping basket. What 

we see is that family size of the household affects 

more products in terms of purchase decisions com-

pared to the household income. However, remember 

that we are mostly dealing with everyday product 

category and therefore, bigger families are more 

likely to purchase greater quantities of these pro-

ducts more frequently. Furthermore, in our analy-

sis we are looking at product categories and not 

specific brands within a category. Given a certain 

product category, there are numerous brands of the 

product where some are perceived as luxury brands 

with higher prices. It would certainly be interes-

ting to see if there are any income effects on the 

purchase decisions of these luxury brands com-

pared to the generic brands in future studies. It is 

also worth noting that all products linked with the 

income variable are food products or consumable 

goods which cannot be stocked for future use. 

To sum up, we found from the full Bayesian 

network analysis of the cross-category promotion 

effect of coupons that indirect cross-category 

promotion is the dominant cross-category effect 

we find in the multi-category setting. Due to the 

nature of the product categories we consider, we 

found that time does not affect purchase deci-

sions of consumers when considered as a exo-

genous variable. Also, among the demographic 

variables we consider family size of the house-

hold is linked with more product categories com-

pared to income. Finally, we also showed the 

existence of products acting as a network hub 

and how they can be utilized by retailers faced 

with a limited marketing budget. 

4.2 Cross Category Promotion Effect of 

Display and Feature Promotion

We now study the effect of display and feature 

promotion by generating the Bayes network with 

posterior edge probability  . The resulting 

network   in <Figure 6> shows some similarities 

in its structure compared to the previous network 

 , however there also exist some important di-

fferences. 

Regardless of different promotion activities, we 

find that there exist certain product categories which 

work as a network hub as before. Products such 

as paper towl and tissue reappear as those which 

has a link with many product categories. Also, as 

before, family size of the household is linked with 

more product categories compared to household 

income. Note that the product categories we con-

sider in the model have not changed and we are 

still mainly dealing with everyday products and 

there is no reason to believe that the marginal effect 

of demographic variables on purchase behavior 

changes with different promotion strategy. Finally, 
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<Figure 6> Bayes Network () Detailing the Cross-Category Promotion Effect of Display and Feature Promotion

we see that the monthly indicator nodes are still 

disconnected from the main network and hence, we 

can re-confirm that there are no exogenous time 

effects on consumer purchase behavior. Again, the 

underlying reason for this is the composition of the 

products considered in the model, however the 

interpretation of the result may give some mana-

gerial insight to the retailers. To be more specific, 

remember that we are looking at promotion here 

as promoting a product as a special feature item 

or putting them on a promotional display. 

The result here shows that in case of everyday 

goods that we consider, devising a promotion stra-

tegy based on time is ineffective. The results re-

garding time variable may change if we look at 

seasonal products, such as certain fruits or holiday 

items, however in regards to everyday products 

the retailers may benefit by devising a promotion 

plan based on different criteria. The biggest diffe-

rence, in terms of network structure, we find here 

is that there are cross-category links between pro-

motion nodes and product nodes.
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As identified in <Figure 7>, the promotion vari-

able on hotdog and cereal (i.e. photdog and pcereal), 

does not only increase the conditional probabilities 

of hotdog and cereal being included in the basket 

but also increases the conditional probabilities of 

catfood and yogurt in the basket. These cross- 

category links are evidence of direct and mixed 

cross-category promotion effects that we discussed 

earlier. Recall that promotion activities are known 

to have positive effects in directing and enhancing 

store traffic and by strategically positioning pro-

ducts that are on promotion, retailers can expect 

to direct customers in such a way where they are 

exposed to other products seemingly not related to 

the original promoted product. For example, we see 

from our learned network that sales of hotdog, 

catfood and yogurt are not related to each other, 

meaning that they are not complementary pro-

ducts. However, they may coincide in a consumer’s 

basket through the presence of direct promotion 

effect of hotdog. Hence, retailers may gain additional 

benefits by devising a promotion plan based on the 

strategic placement of promotional products. In 

other words, they may profit by displaying pro-

motional products in an area with seemingly un-

related products as one will be able to stimulate the 

purchase of true complementary products via un-

derlying links between products themselves.

<Figure 7> Examples of Cross-Category Effect of 
Display and Feature Promotion Identified 
in Bayes Network 

The other notable difference from the coupon 

promotion model is that there are many product 

promotion variables which are not linked with 

corresponding product categories. For example, 

we find that floor/display promotion of coffee, 

cookies, eggs, vitamin pills, frozen pizzas and 

snacks do not increase the probability of those 

products being present in the customer’s basket. 

One may interpret this result in two different 

ways. The first is that floor/display of said pro-

ducts are ineffective in stimulating consumer pur-

chase. However, this interpretation goes against 

conventional intuition and contradicts established 

marketing literature where previous researchers 

argue that promotion of a product, whether it is 

a price reduction or display promotion, positively 

impacts the sales of promoted product. The se-

cond interpretation, which is based on the com-

position of variables, is that in floor/display pro-

motion is not as effective in product categories 

where there exist brand loyalty. Recall that our 

model looks at a product category as a whole. 

However, in certain product categories where 

brand loyalty is prevalent, consumers may be 

reluctant to change to another brand just because 

it is under floor promotion. In this model, we fo-

cused our attention on floor feature/display pro-

motion of products. It seems that without actual 

price discount as an incentive, feature and dis-

play promotion on its own may not be enough to 

lure customers away from certain brands within 

the product category. By contrast, one may argue 

that product categories such as catfood, tissue 

and hotdogs, where promotion variables are linked 

to the corresponding product purchase nodes are 

either less sensitive products in terms of brand 

loyalty or that there is small variety of available 

brands. 
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Category Low income  High income  Low income  High income 

Cereal 2.23 2.38 4.53 3.38

Catfood 1.71 2.49 3.18 2.71

Crackers 4.75 2.13 5.31 3.21

Eggs 3.75 3.43 5.13 3.96

Yogurt 2.77 2.82 4.21 2.81

<Table 3>  and  for Different Levels of Income

4.3 Heterogeneous Effects of Promotion

As mentioned before, the causal link between 

promotion and increase in the volume of sales is 

well established in the literature. In order to vali-

date this positive effect of promotion from our 

model, we now incorporate both coupons and floor/ 

display promotion variables in the model and ge-

nerate the Bayesian network structure, and then 

use the network to update the multinomial para-

meters accordingly and compute the necessary con-

ditional probabilities. 

We then calculate two conditional odds ratios to 

see the effect of promotion on the likelihood of 

product purchase probabilities. Define   as the 

conditional odds ratio of product purchase, i.e. the 

ratio between P (no purchase) and P (purchase) 

when product is promoted or not. Further, we define 

  as the conditional odds ratio of high/abnormal 

product purchase when product is promoted or not. 

For example, in case of the icecream product cate-

gory, we find   (Icecream) to be 1.45 and   

(Icecream) to be 1.78. This result shows that when 

ice cream is on promotion consumers are 1.45 times 

more likely to purchase ice cream and 1.78 times 

more likely to buy high/abnormal quantity of ice cream 

compared to when it is not on promotion. In all 

product cases we find this pattern in terms of con-

ditional odds ratios.   and   are all above 1, 

which confirms that product promotion increases 

sales probability. Furthermore, in most cases   

were greater than   meaning that promotion 

more often than not leads to the purchase of high/ 

abnormal quantity. 

Let us now turn our attention to the heteroge-

neous effects of promotion. From our learned Ba-

yesian network, we found that demographic vari-

ables such as income and family size are linked 

with product purchase probability of certain cate-

gories. In order to analyze the heterogeneous effect 

of promotion, we compare the conditional odds 

ratio   and   of these product categories for 

different levels of income and family size.

By analyzing the   for product categories lin-

ked with income levels in <Table 3>, we see that 

other than crackers category, the   are mostly 

similar. This result shows that promotion increases 

the likelihood of purchase for the promoted products 

and the increase in the likelihoods are similar in 

consumers in both income groups. Hence, one can 

argue that there are no heterogeneous effect of 

promotion, in terms of purchase decision alone, on 

customer demographic with different income levels. 

However,   tell a different story. Recall, that   

represent the likelihood of abnormal quantity pur-

chase for the product on promotion. From the table 

we see that the   are consistently higher for low 

income households compared to the high income 

households, meaning that low income households 

are more likely to purchase high quantity of promoted 

products. Therefore, one can conclude that the hete-

rogeneous promotion effect can be seen from the 

difference in high quantity purchase likelihoods for 

different levels of household income. 
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Category
Single member 
family 

Multi-member 
family 

Single member 
family 

Multi-member 
family 

BBQ 2.53 2.77 3.28 4.38

Butter 2.26 2.54 3.16 3.75

Catfood 2.04 1.97 3.82 3.81

Cereal 1.85 1.68 2.43 4.15

Detergent 1.41 1.39 3.49 2.53

Egg 3.10 2.93 4.88 4.69

Soap 4.22 4.45 5.34 4.17

Softner 1.89 2.02 3.60 2.81

Snacks 3.55 2.89 3.93 4.75

Softdrink 2.37 2.05 3.24 5.73

Tissue 1.67 1.95 3.71 2.11

Frozen Pizza 1.93 1.85 4.78 5.84

<Table 4>  and  for Different Family Size

We performed the same analysis on conditional 

odds ratios   and   for households with 

different family size, and summarized the findings 

in <Table 4>. Similar to the results for income 

variable, we find that there are no discernible 

difference in   for both levels of family size. Once 

again, we can conclude that there are no hetero-

geneous promotion effect on product purchase like-

lihood across different levels of family size. How-

ever, there are some interesting results regarding 

  for single and multiple member households. 

Other than catfood and eggs, varies across the 

two levels of household size, indicating the presence 

of heterogeneous promotion effect. In more detail, 

we find that in product categories, barbeque sauce, 

butter, cereal, snacks and softdrinks, households 

with multiple family members are more likely to 

purchase high quantity of the promoted products. 

Whereas, in product categories detergents, soap, 

softner, tissue and frozen pizza, single member 

households are more likely to purchase high quan-

tity of the products on promotion. This result may 

give an important insight to consumer behavior and 

their reaction to promotion in that, for single mem-

ber households promotion yields stock up effect on 

storable products. In the case of consumable food 

products, it is seen that households with multiple 

members have greater likelihood of purchasing 

higher quantity of the product, and this may impact 

the consumption behavior, or in more detail the rate 

of consumption, for the promoted products.

5. Concluding Remarks and 
Future Research Ideas

In this essay we proposed a Bayes network 

approach to identify and evaluate the cross-cate-

gory promotion effect of coupons and other pro-

motion activities, accounting for various exogenous 

effects. Our approach is based on the Bayesian 

market basket analysis method of Giuidici and 

Passerone [14] and extends their methodology to 

include marketing-mix, demographic and seasonal 

variables. We used MCMC methods such as the 

  of Madiagan and York [20] and found that it 

can handle 56 node variables and over 60000 sparse 

data points. By incorporating more variables into 

the model, we were able to see more robust results 
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and paint a clearer picture of association structures 

than previous works in the literature. Furthermore, 

we have incorporated an added layer of complexity 

in modeling the quantity of sales in the study. Pre-

vious work on utilizing Bayes networks use a 

binary variable to define purchase and non-pur-

chase decisions only, whereas in our case we fur-

ther distinguish purchase decision to high quantity 

purchase and normal purchase. 

We also explored various ways in defining and 

incorporating the exogenous variables into the 

model, such that the exogenous effects on the as-

sociation structure can be effectively measured. 

Further, we investigated the heterogeneous effect 

of promotion for households with different levels 

of income and family. The results showed that 

promotion does indeed have different impact on 

different demographics and we explained how this 

result could be integrated in management’s pro-

motion policy. 

There are many managerial implications to take 

away from this study. First and foremost, we 

showed that cross-category promotion works in 

various ways depending on promotion strategy. 

In the case of coupon promotion, there was no 

evidence of direct or mixed cross-category pro-

motion effects and cross-category promotion effect 

only occurs through to other product categories 

via indirectly. Hence, retail managers considering 

coupon promotion may want to focus on product 

categories which are network hubs such that the 

indirect promotion effect to secondary product 

categories can be maximized. For example, in the 

case of yogurt and cereal categories which were 

identified as closely related product categories, it 

was found that 37% of the times both categories 

were being promoted simultaneously. By analy-

zing the cost of running promotion for individual 

product categories and incorporating the changes 

in purchase likelihood, retail managers may want 

to reduce the proportion of simultaneous promo-

tion of closely related product categories. In the 

case of display/feature promotion, we found evi-

dence of direct promotion effects across product 

categories which are seemingly not related in 

function. Retail managers may want to analyze 

how the products were placed and displayed for 

these cases and devise a more consistent display 

plans. Another interesting finding was that display/ 

feature promotion was not effective on categories 

with established brand loyalty. Again, when crea-

ting promotion strategies, managers may want to 

focus on those products which are affected by 

display/floor promotion, to maximize the utility of 

a limited retail space and efficiently spend their 

marketing budget. Another key finding of this 

paper which may be useful to management is the 

evidence of heterogeneous effect of promotion on 

differing customer demographic. We found that 

there are certain products where income level of 

the customer affect the product purchase prob-

abilities. Furthermore, when those product cate-

gories are promoted it was shown that the like-

lihood of high quantity purchase is greater for low 

income households compared to high income house-

holds. Hence to stimulate sales of said products, 

managers may want to consider targeting low 

income households with coupons to promote pur-

chase. Investigation of family size and how its 

association with promotion revealed that, for sto-

rable goods promotion increases the likelihood of 

purchase greater for single member households 

and for consumable food products promotion is 

more effective on larger households. Like before, 

when devising a system for target promotion, 

management can incorporate our findings and 
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distribute coupons accordingly to minimize the 

cost of promotion and at the same time maximize 

its effectiveness.

Finally, there are possible limitations to the study, 

which were identified in the course of our analysis. 

Note, that our dataset follows a fixed set of house-

holds over a 2 year time period. In an effort to 

include the effect of time in consumer purchase 

behavior, we took the data as a whole and used 

monthly indicator variables to model the temporal 

effect as an exogenous factor. However, in the 

case of grocery items, where most of the products 

are everyday goods, it was seen that there were 

no exogenous time effect. From these findings, our 

initial belief that time should be modeled from a 

system perspective, i.e. dynamically, is strengthened 

and it is only natural to extend our analysis to a 

dynamic Bayesian network model. Market basket 

analysis utilizing dynamic Bayesian model will 

provide us a deeper understanding of promotion 

effects across time, such as the existence of long- 

term effect of promotion and whether the network 

structure itself changes over time. With more data, 

it would also be insightful to repeat the analysis 

on monthly transaction data and enhance the 

validity of the analysis as well as investigating the 

possible differences in promotion effects across 

time periods. Another, limitation stemming from 

the nature of our dataset is that it is a repeated 

measure from a fixed set of households from 

Chicago area. We divided the dataset as randomly 

as possible for training and testing purposes, but 

we need to exercise caution in generalizing the 

results of the purchase pattern/behavior learned 

from our model to other general population such as 

the Korean population. It would be extremely use-

ful to run our analysis on a different market basket 

dataset from Korea and compare the results as this 

may lead to interesting findings regarding the 

difference in consumer behavior and reaction to 

promotion activities of consumers in different cul-

tures. 
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