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Abstract 
The amount of multimedia traffic over the Internet has been increasing because of the development of 
networks and mobile devices. Accordingly, studies on multicast, which is used to provide efficient multimedia 
and video services, have been conducted. In particular, studies on centralized multicast tree construction have 
attracted attention with the advent of software-defined networking. Among the centralized multicast tree 
construction algorithms, the group Takahashi and Matsuyama (GTM) algorithm is the most commonly used 
in multiple multicast tree construction. However, the GTM algorithm considers only the network-cost 
overhead when constructing multicast trees; it does not consider the temporary service disruption that arises 
from a link change for users receiving an existing service. Therefore, in this study, we propose a multiple 
multicast tree construction algorithm that can reduce network cost while avoiding considerable degradation 
of service quality to users. This is accomplished by considering both network-cost and link-change overhead 
of users. Experimental results reveal that, compared to the GTM algorithm, the proposed algorithm 
significantly improves the user-experienced quality of service by substantially reducing the number of link-
changed users while only slightly adding to the network-cost overhead. 
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1. Introduction 

With the recent widespread use of high-speed networks and mobile devices, multimedia and video 
traffic on the Internet is rapidly increasing. In particular, multimedia and video-related traffic is 
forecast to triple from 2015 to 2020, growing at a rate of 21% annually [1]. With this trend of 
continuously increasing traffic, considerable research on multicast has been conducted to provide 
multimedia data to many users efficiently. Multicast transmission is widely used in multimedia services 
because it can efficiently transmit the same data to many users while reducing network cost [2]. 
However, existing multicast algorithms cannot avoid forming locally suboptimal multicast trees. This is 
because routers construct multicast trees with their respective distributed information. Recently, studies 
on multicast transmission using centralized information in a software-defined network (SDN) have 
been conducted to overcome the problems inherent in these existing multicast algorithms [3-7]. In 
SDN, the controller can construct globally optimal multicast trees using global topology information. 
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This is because a centralized controller, rather than a switch, manages the path information for the flow.  
An SDN-based multicast tree construction algorithm can also solve the classic multicast tree 

construction optimization problem represented by the Steiner tree problem in networks (SPN) [8,9]. In 
the SPN, a Steiner tree forms a multicast tree for network cost minimization. The SPN is an NP-
complete problem. Thus, from the perspective of the SPN, algorithms exist that heuristically form a 
single multicast tree (SMT) [10,11]. The SMT is used only for a single service. Therefore, a method 
must exist that constructs a multiple multicast tree (MMT) efficiently for use with multiple services. 
The group Takahashi and Matsuyama (GTM) algorithm [12], which is a typical heuristic algorithm that 
efficiently constructs the MMT, singles out SMTs that can be problematic because of bandwidth, 
replaces them with an alternative tree while having low-cost overhead, and constructs the MMT that 
approximates the Steiner tree. 

Most of the multicast tree construction algorithms proposed thus far have only focused on network 
cost minimization. Multicast tree construction algorithms, which limit their focus to network overhead, 
update trees without considering the user's perspective. Thus, numerous link changes may occur on the 
path between the client currently receiving a service and the server. These link changes produce a 
temporary change in the quality of service from the user's point of view. Therefore, if many link changes 
occur, the overall user-experienced quality of service may degrade [13]. Therefore, in this study, we 
propose a multicast tree construction algorithm that generates low network overhead while generally 
maintaining the user-experienced quality of service. It accomplishes this by considering both network 
and link-change costs when constructing the MMT. The proposed algorithm can construct the MMT 
that considers the quality of user service by determining the overhead incurred from tree changes based 
on both the network cost and link-changed user. 

The remainder of this paper is organized as follows. Section 2 investigates the SDN multicast that 
constructs a multicast tree based on both the multicast concept, which efficiently provides multimedia 
services, and global information. We also review existing multicast tree construction algorithms, SMT 
and MMT. In Section 3, we describe our proposed multicast tree construction algorithm. Section 4 
describes the experimental environment, parameters, and metrics used in verifying the performance of 
the proposed algorithm. We test both the GTM and the proposed algorithm according to the metrics 
and then compare and analyze their results. Section 5 presents the conclusion and suggests future 
research. 

 
 

2. Background Knowledge and Related Studies 

A multicast transmission mechanism enables one or more senders to deliver the same data to one or 
more receivers. Multicast transmission copies a data packet in the branch node on the multicast tree 
construction tree and delivers it to the lower nodes. Compared to unicast transmission, in which a 
sender must transmit a data packet as many times as the number of receivers, multicast transmission 
can reduce network overhead. Thus, multicast transmission is widely used in multimedia services such 
as IPTV, video conferencing, and real-time streaming. 

Thus far, the most important property to consider when constructing a multicast tree has been 
network cost minimization. An SPN is a classical problem encountered when constructing a multicast 
tree with respect to network cost minimization. A Steiner tree on the SPN is a minimum cost multicast 
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tree and represents an NP-complete problem that cannot be solved in polynomial time, except in some 
cases [8,9]. The TM [10] and KMB [11] algorithms solve the problem heuristically by constructing a 
multicast tree that is approximates the minimum cost. However, even algorithms such as the TM and 
KBM cannot be easily applied because routers have distributed information in existing router-based 
networks. 

 

2.1 SDN-Based Multicast Tree Construction 
 

The SDN was proposed in order to improve the limitations of existing distributed router-based 
networks. An SDN is composed of application, control, and data planes, as shown in Fig. 1 [14]. The 
SDN manages the flow path for all switches in the controller using a protocol such as OpenFlow. An 
SDN switch using the OpenFlow protocol has more than one flow table, and the controller can centrally 
control the flow path through this protocol [15]. If multicast transmission is implemented using the 
SDN, constructing an efficient multicast tree with global network information beyond a locally optimal 
limit of existing multicast transmission [3-7] is possible. 

 

 

Fig. 1. Structure of software-defined network (SDN). 
 

A typical study of SDN multicast is CastFlow [3]. CastFlow is an open source for a multicast clean-
slate approach on the SDN, which is a programmable network. CastFlow manages numerous users who 
can dynamically join and leave multicast groups. In the multicast group configuration of CastFlow, path 
calculation uses the SMT as a construction algorithm to reduce processing delay. CastFlow uses the 
BRITE tool [16] to create a topology and selects a subset of users to form a multicast group. Once the 
network topology is created, the minimum spanning tree (MST) of the multicast group is computed 
using Prim’s algorithm [17], and the path list for each user corresponding to the multicast group is 
found on the MST. In addition, the process of eliminating duplication links between paths for each user 
is started. Through this process, the SDN controller can easily add an entry to the flow path table of the 
SDN switch. However, existing CastFlow studies use the MST algorithm during multicast tree creation 
and, as a result, all node switches are visited in the network topology. Therefore, with respect to the 
SPN, a considerable overhead is incurred when constructing the SMT. 
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2.2 Single Multicast Tree Construction Algorithms 
 

To implement multicast transmission efficiently, constructing an efficient multicast tree is crucial. 
Accordingly, studies on SMT construction algorithms based on the multicast priority property have 
been conducted and of these, those algorithms whose priority property is the minimum cost of the tree 
have been researched the most. The most typical SMT construction algorithms for this single service are 
the TM [10] and KMB [11] algorithms. The TM algorithm is computationally intensive because it not 
only must locate the minimum path between nodes that do not belong to the service member group, 
but it also must calculate the distance between member nodes and nodes that do not belong to the 
member group. However, the TM algorithm constructs more efficient SMT in terms of cost because it 
considers a greater number of cases than does the KMB algorithm.  

In addition to the TM and KMB, the layer-based serving with layer switching (LBS-LS) algorithm 
provides multicast graph construction for multiple senders [5]. The LBS-LS algorithm adds delay and 
jitter constraints to the shortest paths between the sender and receiver when constructing a multicast 
graph for a single content service. In addition, in the event it cannot find an appropriate path, the LBS-
LS algorithm constructs a multicast graph by locating a path having the largest available bandwidth. 
Global cost minimization may not be achieved because the LBS-LS algorithm constructs a multicast 
graph with the shortest distance first between the sender and receiver. However, it can prioritize delay 
minimization between each sender and receiver. Thus, an advantage exists in constructing multicast for 
multiple senders per single service. 

 
2.3 Multiple Multicast Trees Construction Algorithms 
 

When constructing a multicast tree for a single service, constructing only one SMT is simple. 
However, the MMT construction for multiple services is more complicated because the effects among 
multiple trees must be considered. In particular, in the event a service is added in real time or the 
members of a multicast group join and later leave, the MMT construction becomes more complicated. 

Studies on efficiently implementing an MMT construction that supports multiple services have been 
conducted [6,7,12,18-20]. The GKMB [18] and GTM [12] algorithms are typically employed in MMT 
construction. The GKMB algorithm uses the KMB algorithm when constructing the SMT, whereas the 
GTM algorithm uses the TM algorithm. The TM algorithm has advantages over the KMB algorithm 
with respect to network cost and considers a greater number of cases in the process of SMT 
construction. Therefore, the GTM algorithm has advantages over the GKMB algorithm regarding 
network cost because it considers a greater number of cases. 

When the SMT, which is constructed to provide an added multicast service, must be added to an 
existing network topology, the GTM algorithm compares the additional and existing trees in order to 
choose the one having lower overhead and to provide other existing services. It then changes the trees 
based on this comparison. Here, the network cost overhead ����

	of tree	�� is the difference between the 
network cost �����	of the currently constructed original tree and the network cost	���′��	of an 
alternative tree, as shown in the following equation. 

 
����

= ���′�� − �����                                                            (1) 
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The implementation of the GTM algorithm using (1) is as follows. First, when a new service is added, 
construct a newly inserted tree �� 	belonging to the MMT using the TM algorithm. Second, confirm that 
the residual bandwidth in the network topology is sufficient for a new tree to be inserted. If it is 
sufficient, terminate the GTM algorithm; if it is insufficient, construct an alternative tree �′� 	on the 
network topology using the TM algorithm in the third step, excluding the bandwidth insufficient link 
 	�. In the fourth step, calculate ����

 that occurs when �� is changed to �′�		according to (1). In the fifth 

step, find the most recent trees set 
� that contains 	�. In the sixth step, find �′� 	for every tree �� in 
� 
and find ����

. Finally, compare ∑ ������∈��
	with	����

. If ∑ ������∈��
 is less than	����

, update every 

tree �� in 
�	with	�′�. Otherwise, update	�� with �′�. 
The GTM algorithm has an advantage when used to construct the MMT heuristically in order to 

minimize the network cost. However, it does not consider user-experienced quality of service as a result 
of a link change. Therefore, in this study, we propose a multicast tree construction algorithm that 
considers not only the network cost but also the user-experienced quality of service. 

 
 

3. Proposed Algorithm 

In this study, the proposed GTM with user (GTMU) algorithm effectively constructs the MMT by 
reducing the network overhead in a centralized network such as SDN while considering the user-
experienced quality of service. The GTM algorithm considers only the network cost overhead ����

 
when calculating the overhead between the original tree �� and an alternative tree �′�. By contrast, the 
GTMU algorithm includes not only the network cost overhead but also the link-changed user 
overhead	���

, which is the number of users whose links on the service path are changed because of a 
tree change. Eq. (2) calculates the total overhead ����

 between �� and �′� in the GTMU algorithm. 
Here, α is an averaging factor between ����

and ���
 and values between 0 and 1 are used. If α = 1, the 

MMT is constructed while considering only ����
, exactly as in the GTM algorithm. If α = 0, the MMT 

is constructed while considering only ���
. 

 
����

= � × ����
+ �1 − �� × ���

                                    (2) 
 

 

Fig. 2. Flow of the proposed GTM with user (GTMU) algorithm. 
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The process flow of the GTMU algorithm using (2) is shown in Fig. 2. Each step in the GTMU 

algorithm is described as follows. 

 
Step 1 – construct a new SMT ��: This is performed when a new multicast service member set is 

given. The �� construction uses the TM algorithm [10], which constructs a tree according to the 
network cost of previous SMT construction algorithms. In the TM algorithm, the Dijkstra 
algorithm [21] is used to find the distance between the visiting and receiver nodes of the tree. 

Step 2 – check bandwidth insufficient (saturation) link 	�: This determines whether the newly 
constructed tree in Step 1 in the network topology can accommodate the newly formed SMT. 
Each time a service is added, the bandwidth on the network topology is updated to reflect the 
used amount. To accommodate �� added to the current network topology, available bandwidth 
must exist on the link included in ��. If a link in	�� does not have available bandwidth, it is 

labeled a saturation link and is included in the set  	�. If  	� is an empty set, insert 	�� as is into 
the existing network topology and terminate the algorithm.  

Step 3 – construct an alternative tree of �� : In the network topology excluding the saturation link 	�, 
calculate an alternative tree �′� of �� using the TM algorithm. Then, calculate ����

	using (2). 

Step 4 – find the set of most recent trees 
� that contains saturation link set  	�: This step concerns 
the SMT of services prior to adding ��. Here, find the trees passing through the link included in 

 	�. Among the trees, find the tree �� that most often passes through the saturation link, and 
include it in the saturation tree set 
�. In the network topology excluding the saturation link for 
��, construct an alternative tree �′� 	using the TM algorithm, and calculate ����

. Next, remove 

links that are no longer saturated in  	� by changing �� to �′�. This process is repeated until 

 	�	becomes an empty set. 

Step 5 – compare the overhead of the newly inserted tree and the overhead of previous trees that may 
be changed instead of the new: In this step, compare the overhead of the newly inserted tree 
����

 with that of previous trees ∑ ������∈��
that may be changed instead of the new. If 

����
≤ ∑ ������∈��

, change �� to �′�. Otherwise, we change all  �� ∈ 
� to �′�. 

 
To explain the proposed algorithm, we assume a service environment such as that shown in Fig. 3. In 

this figure, Services 1 and 2 are already running and Service 3 has been newly inserted. When the SMT 
for Service 3 is constructed using the TM algorithm, the link existing between Nodes 3 and 5 is 
saturated and the bandwidth becomes insufficient. In this situation, the proposed GTMU algorithm 
finds an alternative tree for Services 1–3, as shown in Fig. 4. In addition, the algorithm determines both 
the network cost overhead NO and link-changed user overhead LO in order to calculate the total 
overhead TO. In this example, the TO is calculated by setting α to 0.5. The results are presented in Table 
1. As shown in the table, Service 2 is the lowest of the three services. Therefore, the original tree of 
Service 2 is changed to an alternative tree, and the service is continued. The final tree construction is 
shown in Fig. 5. 
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Fig. 3. Link saturation to be solved for Services 1–3. 

 
 
 

 
Fig. 4. Alternative trees for Services 1–3. 

 

 
 

 

Fig. 5. Tree construction after solving link saturation for Services 1–3. 
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Table 1. Overhead calculation for Services 1–3 
 Service 1 Service 2 Service 3 

Network cost of original tree �
�
 7 4 1 

Network cost of alternative tree �′
�
 8 7 8 

Network cost overhead ����
 1 3 7 

Link-changed user overhead ����
 8 3 0 

Total overhead ����
 (� = 0.5) 4.5 3 3.5 

 
 

4. Performance Evaluation 

4.1 Simulation Environments 
 

For our experiment, we constructed a network topology by inputting the simulation parameters listed 
in Table 2 into the BRITE tool [16]. The location of the nodes was randomly set using the Waxman 
model [22]. The numbers of nodes and links were set to 200 and 400, respectively. The bandwidth of the 
link was set randomly from 1 to ��	
�,	and the value of ��	
� was set to 5 (low capacity), 10 (middle 
capacity), and 20 (high capacity) depending on network capacity. 

 
Table 2. Simulation parameters for the network topology 

Parameter Value
Network topology construction tool BRITE [16] 
Random graph model Waxman [22] 
Total number of nodes 200
Total number of links 400
Link bandwidth (min, max)

Low capacity (1, 5)
Middle capacity (1, 10)
High capacity (1, 20)

 

The services required by users on the network topology were set using the simulation parameters as 
listed in Table 3. The required bandwidth per service was set to 1. The number of source nodes per 
service was 1, and the number of destination nodes for each service was randomly set to a value between 
1 and 20. The number of users for each service per destination node also was randomly set to a value 
between 1 and 20. 

 
Table 3. Simulation parameters for services 

Parameter Value 

Required bandwidth per service 1 

Number of source node per service 1 

Number of destinations per service 1–20 

Number of users per destination node 1–20 
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4.2 Simulation Results 
 

Fig. 6 shows the simulation results in the low-capacity network (��	
� = 5). The greater the value of 
α, the more weight given to NO when calculating the TO value. In addition, if α = 1, the MMT was 
constructed while considering only the network cost overhead, as in the GTM algorithm. Fig. 6(a) 
shows the total network cost based on the number of multicast input trees. Results show that the total 
network cost was lowest when α was 1. In other words, the simulation confirmed that the GTM 
algorithm offers the greatest advantage in terms of network cost. In addition, as the value of α increased, 
the total network cost decreased. Here, the network cost overhead occurring with MMT construction 
was regarded with greater importance. However, we should note that even if the value changed, the 
network cost overhead did not change considerably. This shows that the total network cost did not 
change considerably even if both the link-changed user overhead and network cost overhead were 
considered. 

 

 
Fig. 6. Simulation results in the low-capacity network. 
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Fig. 6(b) shows the number of link-changed users based on the number of input trees. The figure 
shows that the GTM algorithm with an α value of 1 had the most link-changed users. This is because 
the GTM algorithm used only the network cost for overhead computation without considering the 
number of link-changed users when selecting an alternative tree. By contrast, the proposed algorithm 
considered the number of link-changed users to a greater extent when calculating the total overhead 
while selecting an alternative tree. Thus, the lower the value of α, the fewer the link-changed users. 
Therefore, this study showed that by using the proposed GTMU algorithm, an advantage was gained in 
maintaining the number of link-changed users below a certain level without a substantial increase in 
total network cost. 

 

 
Fig. 7. Simulation results in the medium-capacity network. 
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increased. The number of link-changed users also increased steadily as the number of input trees 
increased. However, the medium- and high-capacity networks had consistently similar experimental 
results to those of the low-capacity network. 

 

 
Fig. 8. Simulation results in the high-capacity network. 
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small link change overhead. The GTMU algorithm consider the service quality for users already 
receiving services by considering both the link-changed user overhead and the network cost overhead 
when calculating the link change overhead. Comparison results of the existing GTM and proposed 
GTMU algorithms showed that the GTMU increased the network-cost overhead slightly. However, the 
difference in the network cost between them was relatively small, and our study showed that GTMU 
could significantly improve the quality of service without much network-cost overhead by substantially 
reducing the number of link-changed users. For future research, we plan to study algorithms that are 
suitable for use in more realistic environments by subdividing the trees into path links based on 
destination nodes. 
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