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Abstract

Since a display device such as TV or digital signage is getting larger, the types of media is getting changed into wider view
one such as UHD, panoramic and jigsaw-like media. Especially, panoramic and jigsaw-like media is realized by stitching video
clips, which are captured by different camera or devices. However, a stitching process takes long time, and has difficulties in
applying for a real-time process. Thus, this paper suggests to find out 2D Adjacency Matrix, which tells spatial relationships
among those video clips in order to decrease a stitching processing time. Using the Discrete Cosine Transform (DCT), we convert
the each frame of video source from the spatial domain (2D) into frequency domain. Based on the aforementioned features, 2D
Adjacency Matrix of images could be found that we can efficiently make the spatial map of the images by using DCT. This paper
proposes a new method of generating 2D adjacency matrix by using DCT for producing a panoramic and jigsaw-like media
through various individual video clips.
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| . Introduction

There are various methods to increase the immersion ex-
perience for users, such as the author improve video reality
and immersion by matching between odor and color''.
However, expanding the filed of view is the most direct
and effective way. Images captured by a single device,
such as a cell-phone, a DV or a tablet, often have a limited
field of view. By combing several overlapped images cap-

[2]

tured by multiple cameras™, a view expanded stitching im-

age can be obtained, which is often referred to panorama'!
or image mosaics'*!. In recent years, with the development
of the display technology, the use of the images shows an
increasing tendency. Thus, the size of the image, which is
exhibited in the display, is also expected to be enlarged.
However, the view of normal camera is only 60 degree
which makes the difficulty in conveying the realistic feel-
ing to users in some vast areas, such as stage and stadium.
To solve this problem, the method, which uses several
cameras to generate a large image from multiple angle and
multiple viewpoint, is proposed.

There exist lots of algorithms, taking the SIFT (Scale-in-
variant feature transform) as a most frequently used method
for example, which takes the advantages of transforms im-
age data into scale-invariant coordinates relative to local
features® to composite images. Using feature points to
combine the image is benefit to the synthesis part, since
it can calculate the exact combination position and is also
robust for image distortion. However, due to the mass of
compared feature points and processing information, the
computation is relatively large along with the low speed.
As a result, a speeded-up algorithm named SURF (Speeded
up robust features) is proposed, which is partly inspired by
the SIFT descriptor. The authors claims that the standard
version of SURF is several times faster than SIFT and
more robust against different image transformations than
SIFT!. However, in the case of stitching many images, it

still can’t meet the requirements of fast stitching of multi-

ple images. Kang, Seung Heon, et al’”’. parallelize SIFT
and SURF, and its application to fast panoramic image
generation on the latest embedded GPU. This paper pro-
poses the use of a 2D Adjacency Matrix, which tells the
similar region among images to be stitched, and a stitching
process is only applied to the region defined by a 2D
Adjacency Matrix and is resulted in shorter stitching proc-
essing time with a similar stitching quality.

The discrete cosine transform (DCT)™ used in image
compression methods such as JPEG and MPEG"!, which
is a variant of the Fourier Transform suitable for many im-
age processing applications. Using DCT-domian approach
to retain the image information can not only reduce the
complexity of computation but also supplying better accu-
racy''”. Choi, Sung-Woo, and Oh-Seol Kwon!'"! utilize the
energy compaction quality to compensate the illuminant in
the DCT-domain. In this paper we propose 2D Adjacency
Matrix Generation which utilize the DCT block similarity
detection method inspecting the similarity of the input im-
ages and then obtaining the image map. TThe rough spatial
relationship of input images, which can be utilized for fur-
ther image stitching, is generated through the image map.
On the basis of this approach, a sticking process will be
much simpler with less computation time. Thus, a user
could watch a wider view contents, which is generated
from a sticking process with multiple video sequences cap-
tured by different cameras. This wider view contents will
bring more immersive effect to a user over a conversion
platform of both a broadcasting and a communication
channels.

In present work, several parts are involved, namely, the
description of the DCT matching contains DCT algorithm
and DCT block similarity detection method (section 2), the
2D Adjacency Matrix Generation (see section 3), and sec-
tion 4 presents the experimental results and comparison are
contained. Finally, the conclusion of the proposed system
and the view of future work on this topic are stated in sec-

tion 5.



368 ME3SrE] =R A224@ A3, 201734 52 (JBE Vol. 22, No. 3, May 2017)

II. DCT Matching
1. DCT algorithm

The DCT (Discrete Cosine Transform), and in particular
the DCT-II, is often used in signal and image processing,
especially for lossy compression, because it has a strong

"energy compaction” property!'> ',

DCT-Il
Xk = YN-dx, cos E (n + %) k]

321 1. DCT-Il AL
Fig. 1 . The DCT-II calculating formula

2. DCT Block Similarity Detection Method
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Fig. 2. The Bhattacharyya distance calculating formula

The transformed DCT images of the similar images pos-
sess semblable data distribution, while the DCT images of
different images have another data distribution. On account
of this point, DCT comparison may be an approach for de-
tecting the similarity of images. Regard to DCT compar-
ison, it consists of several steps. First of all, the comparing
region is divided into many 8 x 8 blocks and DCT trans-
form is applied on each block. Secondly to filter the pixels
which value is small than 1, a 8 x 8 Zigzag matrix is uti-
lized for doing this work. And then an equation in Fig.2
named Bhattacharyya distance'"! is used to calculate the
distance of comparing blocks from the DCT coefficient of
each transformed block. Finally we get the average value
of distance of the all divided 8 x 8 blocks as a standard
for further analysis.

In terms of the DCT block similarity detection method,

it can be divided into several steps. In brief, two images

are firstly input. Subsequently, the DCT comparison is car-
ried out to the whole of the input images. When the calcu-
lated result exceeds the specified threshold 0.15, it can be
concluded that these two input images are very similar as
well as possess the same position. Otherwise, these images
are divided into two parts in the horizontal and vertical di-
rection, respectively. To further determine the relation be-
tween two input images, the DCT comparison and analysis
on the segmented blocks are performed. Start here the
threshold standard for judging the similarity of comparing

parts will change to the minimum value of DCT comparison.

Jg 3. A disk ME3tE o|ofx|et i
Fig. 3. Segmented images in the vertical direction and matching result

The comparison of lower part of the image 1 and the
upper portion of the image 2 using DCT block similarity
detection method is executed, as demonstrated in Fig. 3.
If they were judged as similar ones, it is reasonable to con-
firm that the image 2 is below the image 1 and shows 1/2
overlap with the image 1. On the other hand, if the upper
portion of the image 1 was similar to the lower part of the
image 2, one obtains that the image 1 is on the up position
of the image 2.

Moreover, by utilizing the DCT block similarity de-
tection method, the similarity result between the right por-

tion of the image 1 and the left portion of the image 2 is
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right part of the image 1 and the upper left part of the im-
age 2 by DCT comparison, where it is evident that the im-
age 1 is placed at upper left side of the image 2 with the

overlap of 1/4 with the image 2 in the diagonal direction.

T2l 4. 27 diek M2stE ololX|t ojE Zxt
Fig. 4. Segmented images in the horizontal direction and matching
result

achieved, as shown in Fig. 4. If the similarity was high,

it indicates that the image 1 is situated at the left side of

the image 2 along with 1/2 overlap with the image 2. In

another case, if the left portion of the image 1 and right

portion the image of 2 was similar, one knows that the im- 21 6. AR 7hs oo
age 1 is located at the right side of the image 2. Fig. 6. Possible locations
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Fig. 5. Segmented images in the diagonal direction and matching result

exceed the
hreshold valug

If the similarity of the input images can not be achieved PT———.
through aforementioned procedure, the image should be eximom veluo ot the
divided into 4 parts for further analysis. With the help of P
DCT comparison, we can know the position relation of
segmented images in the diagonal direction. As being T2l 7. 2D OIFE 3 MM ATRE S=5

shown in Fig. 5, the comparison result between the lower Fig. 7. 2D Adjacency Matrix Generation algorithm flow chat
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When two images are compared with each other, the po-
tential confirmed positions are investigated and correspond-
ing results are depicted in Fig. 6. Clearly, eight positions
are obtained from an image (see Fig. 6). The schematic dia-

gram for the above algorithm is displayed in Fig. 7.

lll. 2D Adjacency Matrix Generation
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Fig. 8. System block diagram

The operation procedure of the proposed system, which
is used in this work, is demonstrated in Fig. 8. In this case,
the grayscale images with the resolution of 256 x 256 are
firstly inserted. Then, the DCT comparison is implemented
to inspect the similarity of the input images. On the basis
of the similarity of the input images, one knows their 2D
Adjacency Matrix. Ultimately, by means of DCT block
matching process on the input images, the image map
would be created.

The image position can be gained via the DCT block
similarity detection method. Based on the values obtained
from DCT comparison, the expression of 2D Adjacency
Matrix between the images is achieved and it could be em-
ployed to create the image map. As is known, the image
map is a collection of the input images. In general case,
if the image A was shot at the right side of the image B,
it would be populated at the right side of the image B in
the image map.

If we already had an image map and want to do further
image mosaic, such as mosaicking panorama and jigsaw-like

image, the amount of calculation would be greatly reduced,

leading to the enormous enhancement of computing spee
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Fig. 9. Image map generation algorithm flow chat

To produce the image map, the images are initially input
into the system. After inputting the images, the DCT com-
parison method is employed to analyze the similarity
among the image 1 with other input images. In particular,
when the image 1 is located at a certain position, from the
similarity result, the position of the image 2, which is re-
lated to that of the image 1, could be determined. After
finishing the comparison between the image 1 and other
input images, the images, which show the similarity with
the image 1, will be applied as the reference image to con-
tinually compare with other residual images. The detailed
processes are illustrated in Fig. 9.

In terms of generation of an image map, the most critical

thing is that each image can only occupy a certain position
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in the image map, that is to say, different images possess
different positons. If two images were very similar to each
other, one of them should be removed. To realize this pur-
pose, an alignment process is required, as described in Fig.
9. In this case, the image 2 is expected to inset into the
image map. Unfortunately, the candidate inserting position,
which is related to the image 1, is occupied by another
image. To figure it out, the insertion of the image 2 into
the image map is quitted and it is used to detect the sim-

ilarity with other images.

IV. Experimental Results and Comparison

To verify the performance of the proposed algorithm,
two different sets of images are tested as the experimental
object with the resolution of 256x256 and 512x512,
respectively. The experimental environment consists of
Microsoft Visual Studio 2013 from Microsoft Company,
OpenCV2.4.10 library!" and 3.4GHz Intel 17 processor.

1. Image map test sets and mapping result

1.1. First test image set and mapping result

T3 10. A i HAE 0|0x|
Fig. 10. First test images
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T2l 11, A HIy H|AE 0|0|X|Q| O|0|X| X|=
Fig. 11. Image map of first test images

The first test image set consists of 7 images with 256x
256 resolution are shown in Fig. 10. The mapping image
of the input images is generated, as shown in Fig. 11. The
runtime of the proposed system for generation of the image

map is 0.107s.

1.2. Second test image set and mapping result

The second test image set consists of 18 images with
256x256 resolution respectively are shown in Fig. 12.
Eventually, the image map of the input images is gen-
erated, as depicted in Fig, 13. The mapping time of produc-
ing the map image is 8.692s.

i i

img1 img2 img3 img4

. |

img8 img9 img10 img11 imgl2

img13 imgl4 img15 img16 img17 img18

T2 12, F A HAE o|o|X|
Fig. 12. Second test images
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Fig. 13. Image map of second test images

2. Comparison run-time of different algorithm

i Y

img1 img?2 img3 img4

T2 14, = o|o|x|
Fig. 14. Input images

In this part, the stitching results of 4 input images are
presented, witch adopted proposed mapping method with
ROI SUREF stitching and pure SURF stitching respectively.
On the other hand, the run-time of two algorithms are
measured and shown in Table I and Fig. 14 is the input
images with 512x512 resolution.

In Fig. 15. (a), it can be seen that the input images are
well aligned by utilizing 2D Adjacency Matrix Generation
using DCT method as illustrated previously. Then referring
to the spatial relationship of the input images obtained be-
fore, ROI SURF algorithm is adopted to stitch the aligned
images to a stitching image, as depicted in Fig. 15. (b).
Moreover, the performance of pure SURF stitching result
can be confirm in Fig. 16.

Table 1 shows the execution time of proposed method
with ROI SUFR stitching and pure SURF stitching algo-
rithms for execution. The classical SURF stitching without
mapping process takes 18 times longer than the proposed

method in this paper as being shown in Table I.

(b)
2115, 2D Q1M = @& 0|0|X| ¢e] MsE ROI SURF AE|Z! A1} (a)
2D °IFE &l o[0|X| Y, (b) ROI SURF AE|& Zt
Fig. 15. Performance of 2D Adjacency Matrix image map with ROI
SUREF stitching result: (a) 2D Adjacency Matrix image map, (b) ROI
SUREF stitching result

T2l 16. =4 SURF AE|& A1}
Fig. 16. Performance of pure SURF stitching result.

1. ChE Yu2|Ee] AgAlgt Hla
Table 1. Comparison of run-time of different algorithms

Generation time for | Total run-time

Algorithm image map (Sec.) (Sec.)

SURF Stitching \ 59.224s

2D Adjacency Matrix image
map generation with ROI 0.619s 3.163s
SURF stitching
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V. Conclusion and Future Work

In conclusion, based on the experimental results, it is
evident that DCT block similarity detection method is suit-
able for detecting the similarity between different images.
Meanwhile, the proposed method is also an effective ap-
proach to deal with these slightly warping images such as
a shorter runtime as low as 3.163s for stitching 4 images.
However, as for processing the rotated and larger warping
images, there still exist some problems. In the future work
it is needed to solve the problem for improving the match-
ing accuracy. As a consequence, the goal of the future

work is to overcome these drawbacks.
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