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Abstract 
 

In this paper, we describe a novel method for recognizing human actions from different views 
via view knowledge transfer. Our approach is characterized by two aspects: 1) We propose a 
unsupervised topic transfer model (TTM) to model two view-dependent vocabularies, where 
the original bag of visual words (BoVW) representation can be transferred into a bag of topics 
(BoT) representation. The higher-level BoT features, which can be shared across views, can 
connect action models for different views. 2) Our features make it possible to obtain a 
discriminative model of action under one view and categorize actions in another view. We 
tested our approach on the IXMAS data set, and the results are promising, given such a simple 
approach. In addition, we also demonstrate a supervised topic transfer model (STTM), which 
can combine transfer feature learning and discriminative classifier learning into one 
framework. 
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1. Introduction 

Human action recognition has received increasing attention in computer vision and plays an 
important role in practical applications, such as video indexing and retrieval, human-computer 
interaction, video surveillance, etc.  

There are many methods of human action recognition [1] [2] [3] [28], which are extremely 
powerful in recognizing actions from similar views; however, their performance tend to 
dramatically decrease when the viewpoint changes. This is primarily because most action 
representation constructions are based on spatio-temporal patterns of appearance. These 
low-level features become less discriminative when the action is observed from different 
views. One possible solution is to train a separate classifier for each viewpoint. However, it is 
impractical to obtain sufficient examples of each action for each view. In this paper, we argue 
that higher action knowledge can be transferred across different views by exploring the 
relationship between low-level, view-dependent features.  

Our method can be viewed as a two-stage framework. 1) High-level features, which can be 
shared across two different views, are learnt. For this purpose, we require types of shared 
activities that are observed in both source and target views. Firstly, we construct individual 
visual vocabularies for both views; all of the action videos can be represented as a bag of 
visual words (BoVWs) [30] [31], in which each frame corresponds to a word. Then, a source 
topic model for the source view can be constructed using the variational inference method. 
Each word in the video from the source view can be assigned a topic denoting the higher-level 
features. Finally, we can now force the corresponding words in the target view to be assigned 
the same topic as in the source view. A target topic model is trained with these observed words 
and transferred topics. With the source and target topic models, all of the videos can be 
represented by a bag of topics (BoTs). These BoTs can transfer activity models from the 
source to the target view. The new action representations are view invariant. 2) After obtaining 
the view-invariant features, a classifier that was trained in the source view can be used to 
recognize actions in the target view. Here, we call the training data orphan activities, which are 
observed only in the source view. The core idea here is that the topics are transferable because 
we taught them to be, which means that the bag of topics features of a video in the source view 
are similar to the topic-based features in the target view. 

2. Related Work 
There are several approaches that have been proposed for multi-view action recognition. There 
are three primary categories of approaches used in the literature. One is to use geometry 
constraints to capture the dramatic changes in actions in different views. Parameswaran et al. 
[4] defined a view-invariant representation of actions based on the theory of 2D and 3D 
invariants. The authors considered an action to be a sequence of poses and assumed that there 
exists at least one key pose in the sequence. Using this assumption, the authors derived a set of 
view-invariant descriptors. Weinland [5] proposed a framework where actions are 
characterized by three-dimensional occupancy grids from multiple viewpoints. The 
researchers in [6] performed 3D reconstruction for multi-view action recognition. Li et al. [7] 
attempted to estimate 3D shapes and poses from multi-view inputs for action recognition. Liu 
et al. [29] proposed a 3D action representation which formed as a result of feeding the 
hierarchical combination of RTs to the Bag of Visual Words model (BoVW) . Weinland et al. 
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[8] handled viewpoint changes by teaching a hierarchical classifier on a histogram of oriented 
gradients (HOG) descriptor for training examples taken from various views. The second 
category of approaches is based on designing features that are well behaved upon a change in 
domain. Junejo et al. [9] observed that the temporal self-similarity matrices of an action 
observed from different viewpoints are extremely similar. The authors described a sequence as 
a histogram of local descriptors, which is calculated from the self-similarity matrix. Farhadi et 
al. [10] modeled the view as a latent parameter and taught features that can discriminate 
between views and actions. Their method requires good parameter initialization. The third 
category is based on learning a transfer feature across different views. Farhadi et al. [11] 
employed a clustering method to generate split-based features in the source view; then, a 
support vector machine (SVM) classifier was trained to predict split-based features in the 
target view. The split-based features are transferable across views. A similar approach was 
taken by Liu et al. [12]; the authors employed a bipartite graph to model two view-dependent 
vocabularies and transferred a BoVW action model into a bag-of-bilingual-words (BoBW) 
model, which is more discriminative in the presence of view changes. This category of method 
is relevant to transfer learning, which has been explored in machine learning to transfer 
knowledge across different domains or tasks. An extensive literature review is available in 
[13]. Recently, knowledge transfer-based methods [11] [12] [22] [23] [24] [25] [27] have 
become popular for cross-view action recognition. These methods find a view independent 
latent space in which features extracted from different views are directly comparable. Gupta 
[26] directly matching purely motion based features from videos to mocap and recovers 3D 
pose sequences without performing any body part tracking. Rahmani [27] propose 
unsupervised learning of a non-linear model that transfers knowledge from multiple views to a 
canonical view. The proposed Non-linear Knowledge Transfer Model (NKTM) is a deep 
network, with weight decay and sparsity constraints, which finds a shared high-level virtual 
path from videos captured from different unknown viewpoints to the same canonical view. 
Notably, our method is similar to those of [11] and [12]; however, there are several significant 
differences. First, their transfer feature is provided by a trained predictor [11] or a co-cluster 
[12]; our method, which maps visual words to topics, is straightforward and efficient. Second, 
it is easier for our method to be extended to a supervised style. The transfer feature and 
classifier learning can be simultaneously performed.  

Our method is also motivated by latent topic models [20] that have been successfully 
explored in object categories. Niebles et al. [14] used LDA and pLSA for human action 
categories and location. Wong et al. [15] extended probabilistic latent semantic analysis 
(pLSA) to capture both semantic (content of parts) and structural (connection between parts) 
information for motion category recognition. Zhang et al. [16] proposed a new approach, 
structural pLSA (SpLSA), to explicitly model word orders by introducing latent variables for 
human action categorization. Wang et al. [17] presented two semi-latent hierarchical topic 
models for action recognition based on motion words. Bian [18] proposed a transfer topic 
model that uses information extracted from videos in the auxiliary domain to assist recognition 
tasks in the target domain. 

3. Our Approach 

3.1 Low-level Representation 
We first describe the low-level action representation method. Similar to [11], we describe 
frames by vector quantization of local appearance features to form codewords. We use the 
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feature extraction method from [19]. Their descriptor is a histogram of the silhouette and of the 
optic flow inside the normalized bounding box. They scale the larger side of the bounding box 
to a fixed size. Features consist of three channels, horizontal flow, vertical flow and the 
silhouette. In each channel, the measurements are resampled to fit into the normalized 
(120×120) box while maintaining the aspect ratio. The normalized feature bounding box is 
divided into 2×2 sub-windows. Each sub-window is divided into 18-bin radial histogram 
covering 20 degrees each. The center of the pie is in the center of the sub-window, and the 
slices do not overlap. The values of each channel are integrated over the domain of every slice. 
The result is a 72-dimensional histogram. Each of the three channels is separately integrated 
over the domain of each bin. By concatenating the histograms of all three channels, we obtain 
a 216-dimensional frame descriptor. To encode the local temporal structure of the actions, we 
consider 15 frames around the current frame and split them into 3 blocks of 5 frames: past, 
current and future. The frame descriptors of each block are stacked together into a 
1080-dimensional vector which is 5*216-dimension for one block. We then choose the first 50 
principal components of the descriptors of a window of size 10 centered at the frame that we 
want to describe. We keep the first 50, 10 and 10 dimensions for the current, past and future 
blocks, respectively, which results in 70 dimensional descriptors for each frame, which we call 
descriptive features. Fig. 1 depicts the feature extraction procedure. The temporal context 
descriptor is appended to the current frame descriptor to form the final 286-dimensional 
motion context descriptor. 
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Fig. 1. Feature extraction method. 

 
Our topic transfer models rely on the existence of a finite vocabulary of visual words of size V. 
To learn the vocabulary of visual words, we consider the set of descriptors corresponding to all 
frame descriptors in the training data. This vocabulary (or codebook) is constructed by 
clustering using the K-means algorithm, where the Euclidean distance is used as the clustering 
metric. The center of each resulting cluster is defined as a codeword; each frame descriptor of 
an image sequence is then assigned to a visual word. 
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3.2 Topic Transfer Model 
Human actions appear different from different viewpoints. To be able to transfer action 
knowledge from one view to another view, we require discriminative features that tend to be 
similar in different views. The bag-of-words feature has been proven to contain discriminative 
information in similar views. However, this word-based representation is still a low-level 
feature. We cannot obtain the corresponding relationship between source view words and 
target view words. We require an approach that explores the corresponding relationships. In 
this paper, we use the topic model, latent Dirichlet allocation [20], to represent the higher-level 
features, which can be transferred between different views. In this section, we first describe 
the “Bag of Topics” representation; then, we present the details of our topic transfer 
framework. A cross-view action classifier is trained with these higher features for action 
recognition. 
 
Bag of Topics Representation 
Suppose we are given a collection of M video sequences {w1,w2, ...,wM}. Each video sequence 
w is a collection of words w = (w1,w2, ...,wN), where wi is a codeword for a frame descriptor. A 
word is a basic item from a codebook indexed by {1,2,…Vm},where Vm is the size of the 
codebook . We exploit the 1-of-K coded binary vector representation, which has been widely 
used for multiclass classifier designs. 

The LDA model assumes there are K underlying topics according to which video sequences 
are generated. Each topic is represented by a multinomial distribution over the V codewords. 
A video sequence is generated by sampling a mixture of these topics followed by sampling 
motion words conditioning on particular topics. These topics describe the higher semantic 
relations between documents and word terms.  

The generative process of LDA for video sequence w in the collection can be formalized as 
follows (see Fig. 2): 

1) Choose θ ∼ Dir(α) 
2) For each of the N codewords wn: 

a) Choose a topic zn∼Mult(θ); 
b) Choose a word wn from wn∼p(wn|zn, β), which is a multinomial probability 

conditioned on zn. 
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Fig. 2. (a) Latent Dirichlet allocation (LDA) graphical model. (b) Graphical model that represents the 
variational distributions proposed in [20] to approximate the posterior probability in LDA. 

 
Parameter θ indicates the mixing proportion of different topics in a particular video 

sequence. α is the parameter of a Dirichlet distribution that controls how the mixing proportion 
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θ varies among different video sequences. In addition, matrix β of size K ×V parameterizes the 
distribution of spatial-temporal words conditioned on each topic; each element of β 
corresponds to the probability p(wi|zk), which indicates the distribution of motion words within 
a particular topic. The probability of a video w = {w1,w2, ...,wn} is 

θβθαθβα dzwpzppp
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n z
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n
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Given a collection of video clips D ={w1,w2, ...,wM}, teaching an LDA model means 
estimating the model parameters α and β that maximize the log likelihood of all the video data. 
This parameter estimation problem can be solved by the variational EM algorithm developed 
in [20]. 

Once the parameter β is learnt from the training data, these parameters provide means to 
depict the codewords in a higher level. Specifically, each word is assigned the highest 
likelihood given a topic, which means that video representation w = (w1,w2, ...,wN) can be 
converted to a topic-based representation, z = (z1,z2, ...,zN), where topic index zi ∈{0, 1}K is an 
indicator vector with only one entry of 1 and the rest are all 0. We can now describe actions by 
a K-dimension histogram of the topics; we call this z the “bag of topics” representation. 
Because we represent a frame in an image sequence as a “single topic”, we could build topic 
models for both the source and the target views. However, this is not enough because the LDA 
is an unsupervised generative model, and we still do not know which topic in the target view 
corresponds to which one in the source view; thus, we could not transfer a model. 

 
Topic Transfer Framework 
To make the “bag of topics” representation insensitive to view change, we must teach a topic 
transfer model. Fig. 3 depicts the entire procedure for constructing the transfer bag-of-topics 
features. This procedure can be divided into four steps as follows: 
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Fig. 3. Chart flow of topic transfer model for cross-view representation. 
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(1) For both source and target views, we begin by clustering all the frame descriptors to 

form the codewords. One video in the source view and its corresponding video in the target 
view can be described by the bag of words, ws = (ws1,ws2, ...,wsN) and wt = (wt1,wt2, ...,wtN), 
respectively.  

(2) In the source view, we can use a source topic model, such as LDA, to obtain a 
bag-of-topic representation for video ws .Our topic-based features take the form zs = 
(zs1,zs2, ...,zsN).  

(3) We can directly transfer the topic-based features to the corresponding frames in the 
target view. Using unlabeled shared activities, which have established implicit 
correspondences, topics are transferred from the source to the target view. The topic-based 
features in the target view take the form zt = (zt1,zt2, ...,ztN), where zti = zsi . 

(4) With the word-based features wt and the topic-based features zt, we now can teach a 
target topic model in the target view. This procedure is depicted in Fig. 4.  

Notably, Fig. 4 is not a standard probabilistic graphical model. Here we introduce a new 
graphical representation for the topic transfer model, in which we add a dashed line with an 
arrow from the source topic model to the target topic model. This dashed link does not express 
probabilistic relationships between variables zs and zt, where  zs and zt are the topics in source 
domain and target domain. This dashed link not only denotes the transfer direction, but this 
also means that the variables zs and zt are equal. The most important aspect is that the topic 
variables zs in the source topic model are latent variables; we must use the approximate 
inference method to obtain its value. This value is directly transferred to the target view. 
Therefore, in the target view, the topic variable can be viewed as an observed variable. This 
type of topic model is called a semi-latent topic model. Wang [17] first proposed two 
semi-latent hierarchical topic models for action recognition based on motion words. In our 
work, the target topic model is a semi-latent Dirichlet allocation (semi-LDA), where the 
maximum-likelihood estimate of β can be calculated by simply counting the frequency of each 
word that appear together with topic zi, βij=nij / ni,, where ni is the count of the i-th topic in the 
corpus, and nij is the count of the i-th topic with the j-th word in the corpus. The Dirichlet 
parameter α can be estimated from a “Dirichlet-multinomial” distribution. We should 
emphasize that the target topic model in Fig. 4 is only for training. In testing, we will use the 
same model as the LDA to infer the topic zt together with the estimated model parameters αt 
and βt.  
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Fig. 4. Graphical representation for the topic transfer model. On the left-hand side, the source topic 
model is shown, and on the right-hand side, the topic model for the target view is shown. 
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Thus far, we have the source topic model, target topic model and the topic-based features in 
both views. For shared activities, the topic-based features are the same in both views. With this 
topic transfer model, we construct a semantically similar feature space for different views. 
This topic-based feature can be viewed as the higher-level features that can be shared across 
views and can connect action models for different views. 
 
Action Recognition 
With the topic transfer model, we can describe each frame using the topic-based features in 
both views. With enough training data, we will have similar topic-based features for orphan 
activities in both views. This means that we can simply use the classifier taught on the source 
view and test it in the target view. In this paper, we use a multi-class SVM as the classifier. 
Table 1. gives the general framework to build topic transferable models.  

 
Table 1. General framework for topic transfer models 

General framework for topic transfer models 
Learning transferable features: 
1. Extract the bag-of-words feature of shared activities in 
source view and target view. 
2. Teach a source topic model using LDA in the source 
view. 
3. Transfer the topics from source view to target view. 
4. Teach a target topic model using semi-LDA in the 
target view. 
Cross-view action recognition: 
1. Training a classifier: 

a) Extract bag-of-words features for orphan activities in 
the source view. 

b) Use the source topic model LDA to construct the 
topic-based features. 

c) Teach a multi-class classifier with SVM and 
topic-based features. 
2. Recognize the query action from target view. 

a) Extract the bag-of-words features for query clips in 
the target view. 

b) Construct the topic-based features in the target view 
using the already taught target topic model semi-LDA in 
the target view. 

c) Recognize the query action clip using the multi-class 
classifier that was taught in the source view. 

 

3.3 Supervised Topic Transfer Model 
In the above transfer model, we assume that the shared activities, which were used to learn the 
transfer model, are unlabeled. We use an unsupervised topic model LDA to represent the 
higher-level features. We also need to train a multi-classifier to recognize the query action clip. 
Under most conditions, all the frames in the shared activities video sequences have action 
class labels associated with them. In this case, there is no reason to ignore this important 
information. In this section, we introduce a supervised form of a previous topic transfer model, 
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called the supervised topic transfer model (STTM). STTM uses class labels by constructing a 
supervised topic model for the source view. The graphical representation of the STTM model 
is shown in Fig. 5. 
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Fig. 5. Graphical representation for the supervised topic transfer model. The left-hand side shows the 
source topic model, which uses class labels, and the right-hand side shows the semi-LDA used for the 

target view. 
 

This supervised model also contains two parts. One part is a supervised LDA, which was 
proposed in Blei et al. [21].The goal of the supervised LDA is to infer latent topics predictive 
of the response. Given unlabeled data, a supervised LDA can not only infer its topic structure 
using a fitted model but can also form its label prediction. Our goal is to transfer view 
knowledge across views such that the supervised topic model trained in the source view can be 
used to recognize novel actions taken in the target view. The other part of the supervised 
model is still a semi-LDA. 

Suppose a K-topic model in source view, where K topics are denoted by β = {β1,β2,...,βK}; 
video v is associated with a pair (w, y), where w = {w1,w2,...,wN} is its bag-of-words 
representation and y is its class label; then, the following is the generation procedure: 

1) Sample topic proportions θ from Dirichlet distribution Dir(θ|α); 
2) For each of N words wn  

a) sample a topic zn from multinomial distribution Multi(zn |θ); 
b) sample a word wn from multinomial distribution Multi(wn |βzn); 

3) Draw response variable y from GLM ),,( δηz , where GLM denotes the generalized 
linear model and ∑ =

=
N

n nzNz
1

)/1( . 
This parameter estimation problem can be solved by the variational EM algorithm 

developed by Blei et al. [21]. The supervised topic transfer model has a major advantage over 
previous approaches. This model combines the topic-based feature learning and classifier 
learning into one process. Therefore, there is no need to use the orphan activities to train a 
classifier. Under the supervised framework, a supervised LDA is first trained by the shared 
activities in the source view; then, the topics are transferred to the corresponding frames in 
target view. A semi-LDA is taught in the target view. For a new query video clip, we can use 
the semi-LDA to obtain its topic-based feature; this transferable feature can be delivered to the 
source supervised-LDA, and the distribution of the class label is a generalized linear model: 





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where )}2/({exp21),( 2 δπδδ yyh −= ）（ , A is the )1(D +× K  matrix whose rows are 

the vectors 
T

z , η  and δ  are parameters of the supervised LDA, and t
Nz :1  is the topic-based 

feature of the query clip in target view. 

4. Experimental  
We tested our approach on the IXMAS multi-view action database [5] (see Fig. 6 for several 
examples), which contains 11 daily-live actions. Each action is performed three times by 12 
actors taken from five different views: four side views and one top view. 

To better compare with the results from [11] [12], we attempted all 20 combinations of 
transfers among views (there are five views in the IXMAS dataset). First, we clustered the 
shared activities to 1000 clusters using k-means clustering on the descriptive features to form a 
codebook. With these basic view-dependent vocabularies, we set the topic number K=100 for 
both the source and target topic model and taught an LDA model in the source view and 
transferred the topic to the target view. Actually, we set  number of codebook C = {500, 
1000,2000}, and topic number K = {50, 100,200},the best result achieved at C =1000, K=100.  

A semi-LDA was trained in the target view. For a given orphan action, we first predicted the 
topic item of each word and then constructed the topic-based description of that action by a 
histogram of topics. Under the unsupervised topic transfer model, we follow the 
“leave-one-action-class-out strategy” in [11], which means that each time, we only consider 
one action class in testing in the target view (this action class is not used to teach the feature 
transfer model). The final results are reported in terms of the average accuracy for all action 
classes in each view. The shared activities training data used for constructing a topic transfer 
model are randomly selected from actions, excluding the orphan action. With the learnt topic 
transfer model, multi-class SVM classifiers are trained in the source view and used to 
recognize actions from the target view. In this paper, we used the histogram intersection kernel 
as the kernel function. Under the supervised topic transfer model, training data used for 
constructing the supervised topic transfer model are randomly selected from each type of 
action. 

     

     

     

     

       
Fig. 6. Example frames from the IXMAS dataset. Each row gives one action from different views. 
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First, we want to verify the performance of transferring models across pairwise views. 
Initially, each query action video is represented by a bag-of-words model. We first attempt to 
recognize novel actions from the target view by directly using classifiers trained on the source 
view without model transfer. This means that we directly teach a classifier on the 
bag-of-words feature for the source view and then test it in the target view. The results are 
shown in Table 2 (i.e., the woTr columns). This result shows that word-based description 
works poorly under transfer circumstances. Therefore, we transferred all actions in both views 
from the “bag of words” to “bag of topics” representation with the topic transfer model. The 
number of topics is 100 for this experiment. The results are shown in Table 2 (i.e., the wTr 
columns). 

In Table 2, the rows and columns correspond to the training and testing views, respectively. 
The woTr columns and wTr columns contain the results of recognition with and without topic 
model transfer. The average accuracies are 10.2% and 72.7% for woTran and wTran, 
respectively. Considering that the classifiers are trained based on data taken from different 
views, the performance is extremely promising. The result also demonstrates that “bag of 
topics” representation is discriminative under view changes. 

 
Table 2. Performance comparison of action recognition with and without model transfer. 

 
To further demonstrate the performance of cross-view action recognition, we applied 

classification in single view, which means we trained and tested the classifiers on the same 
view. The topic model provides a dimension reduction method. The “bag of topics 
representation” is able to capture semantic relationships between word topics and topic 
documents interpreted in terms of probability distributions. The results are shown in Table 3. 
The SwT columns and SwoT columns contain the results of recognition with and without topic 
model in single view. Notably, the performance of cross-view recognition shown in Table 2 is 
extremely close to the single-view classification result shown in Table 3.  

 
Table 3. Performance comparison of action recognition with and without topic representation in single 

view. 
View Cam0 Cam1 Cam2 Cam3 Cam4 

 (%) SwoT SwT SwoT SwT SwoT SwT SwoT SwT SwoT SwT 

74.2 76.2 78.4 77.5 75.2 72.6 65.2 66.2 71.6 70.4 

 

(%) Cam0 Cam1 Cam2 Cam3 Cam4 

woTr wTr woTr wTr woTr wTr woTr wTr woTr wTr 

Cam0 --- --- 13.5 66.8 10.8 67.4 8.2 65.1 10.5 68.4 

Cam1 14.5 67.4 --- --- 9.3 63.9 6.8 68.4 8.5 71.5 

Cam2 12.3 88.7 9.8 85.2 --- --- 7.8 86.9 9.6 89.9 

Cam3 16.7 67.4 10.2 68.6 8.7 68.0 --- --- 7.4 65.1 

Cam4 11.5 73.7 7.6 73.3 6.9 73.9 11.4 75.1 --- --- 
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We also give two additional sets of state-of-the-art results on cross-view action recognition 
reported in [11] and [12] in Table 4 for comparison. For a better comparison to these method, 
we use the unsupervised topic model for cross-view action recognition. Columns O, F and L 
represent our approach, Farhadi’s approach [11] and Liu’s approach [12], respectively. We are 
particularly interested in [11] because they used the same frame-to-frame correspondence 
relationship as ours to train a model across views. Our results are competitive to Farhadi’s 
methods. The performance of our model is lower than that of [12]. In their method, Liu uses 
two types of features; one is the 3D interest point feature, and the other is the shape-flow 
descriptor, which is the same as ours. The performance has been improved in terms of average 
accuracy by combining the shape-flow descriptor and interest point feature. 
 

Table 4. Cross-view action recognition performance of different approaches on the IXMAS dataset. 
% Cam0 Cam1 Cam2 Cam3 Cam4 

F L O F L O F L O F L O F L O 

C0 --- --- --- 72 79 66 61 76 67 62 76 65 30 74 68 

C1 69 81 67 --- --- --- 64 75 63 68 78 68 41 70 71 

C2 62 79 88 67 76 85 --- --- --- 67 79 86 43 72 89 

C3 63 73 67 72 74 68 68 74 68 --- --- --- 44 66 65 

C4 51 82 73 55 68 73 51 74 73 53 71 75 --- --- --- 

AV 61 79 74 67 74 73 61 75 67 62 76 73 40 71 73 

 
We further checked the confusion matrices generated from our topic transfer model. Fig. 7 

shows the confusion matrices for camera 1. In this experiment, the video from target view 
camera 1 are the test data. Data from cameras 0, 2, 3 and 4 are used to train a classifier. As seen 
in Fig. 7, several actions, such as “cross arms” and “wave” are difficult to distinguish when 
observed from a certain viewpoint. This is because it is difficult to transfer the topic transfer 
models from various views to a certain view for these actions. 
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Fig. 7. Confusion matrices for camera 1. 
 

Additionally, we want to demonstrate the performance of the supervised topic model. The 
GLM framework gives us the ability to model any type of response variable whose distribution 
can be written in exponential dispersion. In this experiment, we use the multinomial 
distribution as the response distribution. As seen in Table 5, the supervised topic transfer 
model achieved a competitive result to the original topic transfer, where the performance is 
slightly lower than the unsupervised topic transfer with multi-class SVM. This may be due 
because discriminative training might give better results than direct use of the generative 
model.  

 
Table 5. Cross-view action recognition performance of the supervised topic transfer model 

(%) Cam0 Cam1 Cam2 Cam3 Cam4 

Cam0 ---- 65 62 60 62 

Cam1 68 ---- 61 61 61 

Cam2 75 72 ---- 71 60 

Cam3 60 64 63 ---- 63 

Cam4 63 64 62 63 ---- 

 
Table 6.  The cross-view recognition results of different cross-view approaches 

Approach Accuracy(%) 

Ours 64.0% 

Hankelets[25] 56.4% 

nCTE[26] 67.4% 

NKTM[27] 72.5% 

CVP[23] 69.02% 

VISP[24] 98.02% 

 
We also list additional sets of state-of-the-art results on cross-view action recognition 

reported in [25] and [26], [27], [23], [24] in Table 6. Our method is slightly lower than 
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nCTE[26] and NKTM[27] , However, nCTE[26] requires 30GB memory to store mocap 
samples. NKTM[27] using dense trajectories which extracted from videos, this costs long time 
for feature extraction. Our method, which maps visual words to topics, is straightforward and 
efficient. In the classification problem, discriminative approach such as [23] and [24] are 
superior. Our method is based on topic model, which is a generative model estimate the joint 
probability density function, still have a number of attractive properties. First, our method is 
an intuitive solution to knowledge transfer. Second, the prior knowledge can be easier to 
integrate into a graphical topic model. It is note that ref. [24] not only learns a common 
dictionary that models the view-shared features, but also learns a dictionary pair 
corresponding to the source and target views to model view-specific features. Our approach 
enforces the topic zs in source view are equal to the zt in the target view, view-shared features 
(topics) and view-specific features (BOVWs) in our approach are more intuitive and simple. 

In the above experiments, we assumed that the view of action is known. This means that we 
know the source and the target view. When the target view is unavailable, we can train a SVM 
classifier to detect the view discriminatively using the low-level features described in section 
3.1. Table 4 gives the classification results for the view classification problem. If the target 
view is not specified, we should multiply accuracies in Table 4 by the accuracies in Table 7. 
Because the numbers in Table 7 are extremely close to 1, we should not expect a major change 
in accuracies. Notably, our view classification method is similar to that by Farhadi [11]. The 
difference is that we use the SVM for classification and is not a 1-nearest-neighbor (1NN) 
classifier.  

 
Table 7. Classification results for view classification problem. 

Cam0 Cam1 Cam2 Cam3 Cam4 

95% 92% 97% 94% 83% 

5. Conclusion 
In this paper, we proposed a topic transfer model for cross-view action recognition. We 
constructed a semantically similar feature space for different views by teaching source and 
target topic models. With these models, the original bag of visual words (BoVW) 
representation can be transferred into a bag of topics (BoT) representation. These topic-based 
features can be seen as view-invariant features. Therefore, the discriminative classifier of 
actions can be trained in source view and tested in a different target view. We extensively 
tested our approach using the publicly available IXMAS multi-view data set, and the 
experiment results are competitive with the best results reported in the literature. Additionally, 
to use the action class labels in shared activates, we proposed a supervised topic transfer model 
that combines transfer feature learning and discriminative classifier learning in a single 
procedure. 
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