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Abstract 
The selection of subset size is of great importance to the accuracy of digital image correlation (DIC). In the 
traditional DIC, a constant subset size is used for computing the entire image, which overlooks the differences 
among local speckle patterns of the image. Besides, it is very laborious to find the optimal global subset size of 
a speckle image. In this paper, a self-adaptive and bidirectional dynamic subset selection (SBDSS) algorithm is 
proposed to make the subset sizes vary according to their local speckle patterns, which ensures that every 
subset size is suitable and optimal. The sum of subset intensity variation (η) is defined as the assessment 
criterion to quantify the subset information. Both the threshold and initial guess of subset size in the SBDSS 
algorithm are self-adaptive to different images. To analyze the performance of the proposed algorithm, both 
numerical and laboratory experiments were performed. In the numerical experiments, images with different 
speckle distribution, different deformation and noise were calculated by both the traditional DIC and the 
proposed algorithm. The results demonstrate that the proposed algorithm achieves higher accuracy than the 
traditional DIC. Laboratory experiments performed on a substrate also demonstrate that the proposed 
algorithm is effective in selecting appropriate subset size for each point. 
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1. Introduction 

Digital image correlation (DIC) is a contactless technique able to measure full-field deformation. 
Since it was first proposed in the 1980s [1,2], the DIC method has been the most popular and widely 
used measuring technique due to its many advantages, such as fewer requirements in experimental 
environment, wide application scope and its high accuracy [3-5]. 

The principle of DIC is to search the optimal match between the reference subset in the undeformed 
image and the corresponding target subset in the deformed image by mathematically locating their 
optimal similarity [6]. In the DIC method, the subset is the matching unit, so it is obvious that the 
selection of subset size would seriously impact the accuracy and reliability of DIC [7]. On the one hand, 
the subset should be large enough to contain sufficient speckles or intensity variations to ensure its 
unique and accurate identification in the deformed image. The use of small subset may result in 
relatively bigger random errors due to the mismatch of subsets. On the other hand, subset should be as 
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small as possible to guarantee that the actual deformation can be correctly approximated by the 
predefined shape function in DIC. The use of large subset may cause relatively bigger systematic errors 
due to incorrect approximation of the shape function. Thus, the selection of subset size is a trade-off 
between random errors and systematic errors, and is undoubtedly an important but confusing problem 
to the users of DIC. In practice, several different subset sizes need to be tested systematically in the DIC 
process for acquiring the optimal one, which would be very time-consuming and very inefficient. 

It is observed that the selection of subset size depends on the quality of speckle patterns around the 
calculation points [8-14]. Several different assessment parameters of speckle patterns have been 
proposed during the past few years, such as the speckle size [9], the subset entropy [10], the sum of 
square of subset intensity gradient (SSSIG) [11], the mean intensity gradient (MIG) [12] and the 
Shannon entropy [13]. However, most of these parameters, no matter whether they are global or local 
parameters, are aimed at looking for an optimal global subset size and applying it to the whole image 
throughout the DIC analysis. Nevertheless, a same subset size may not be appropriate to deal with the 
whole image as the speckle distribution might be inconsistent in different regions. A fixed subset size is 
too large for the regions with dense speckle distribution, whereas it may be too small for the sparse 
areas. It is clearly preferable to apply a dynamic subset selection algorithm, in which the subset sizes can 
vary according to their local speckle patterns. 

Hassan et al. [15] proposed a dynamic subset selection (DSS) algorithm to vary the subset sizes via 
using the intensity variation ratio (Λ) as the assessment criterion. Λ is the ratio of the length of pattern 
edges within a subset to the perimeter of the subset. This algorithm is effective to the images with 
uniform speckle distribution, but may not be appropriate to the non-uniform situation, because in the 
latter situation, the ratio Λ does not show a corresponding change as subset size changes. When the 
subset size increases, both the perimeter of the subset and the length of pattern edges would potentially 
increase, which may result in the unexpected decrease of Λ. It should be noted that Λ does not seem to 
perform well in terms of assessing whether a subset has sufficient information. In addition, a particular 
value of Λ, obtained from a series of experiments, is recommended as the threshold in the dynamic 
process. However, this particular value is not self-adaptive and may not be suitable for all images, 
because the recommended particular value does not consider the differences of actual speckle patterns 
in different images. When this value is not appropriate, it is also very time-consuming to repeat the 
numerous experiments to find another appropriate threshold. 

A good dynamic subset size selection algorithm should be adaptive to different images and should be 
able to select the optimal subset size at each calculation point. In this paper, a self-adaptive and 
bidirectional dynamic subset selection (SBDSS) algorithm is proposed to meet these requirements. In 
the SBDSS algorithm, the information amount threshold and the initial guess of subset size are self-
adaptive to different images on the basis of their speckle pattern qualities and could be calculated 
automatically. The optimal subset size at each point can be dynamically selected based on its local 
speckle pattern, ensuring each subset contains sufficient but not redundant information amount, which 
would improve the accuracy of DIC. 

 
 

2. Outline of Digital Image Correlation 

DIC is an optical-numerical full-field measuring technique. In its basic principle, the displacement 
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field is calculated by matching the same points between the reference image and the deformed image, 
recorded before and after deformation, respectively. Before the calculation of the displacements in DIC, 
a region of interest (ROI) should be specified in the reference image, in which the calculation points are 
further generated by mesh division. Subsequently, a calculation-point-centered square subset of (2M+1) 
× (2M+1) pixels is chosen as the matching unit, and then used to track or match its corresponding 
location in the deformed image [3], as schematically illustrated in Fig. 1. 

 

 
Fig. 1. Subsets in the reference image and the deformed image. 

 
As shown in Fig. 1, both the location and the shape of the reference subset are changed. DIC is based 

on the assumption of deformation continuity that the neighboring points in a reference subset remain 
neighboring in the target subset. Thus, the shape function can be used to approximate the actual 
deformation. The shape function includes the zero-order shape function, the first-order shape function, 
the second-order shape function and so on. The first-order shape function allows translation, rotation, 
shear, normal strains and their combinations of the subset and is now most commonly used [3]. In this 
paper, the first-order shape function is used, which is presented mathematically as: 
௜ᇱݔ  = ௜ݔ + ݑ + ݔ∆௫ݑ +  (1)                                                                       ݕ∆௬ݑ
௝ᇱݕ  = ௝ݕ + ݒ + ݔ∆௫ݒ +  (2)                                                                       ݕ∆௬ݒ

 
where (xi, yj) denote the coordinates in the reference image, (xi’, yj’) denote the corresponding 
coordinates in the deformed image, u, v are the x- and y-directional displacement components of the 
subset center (P(x0, y0), Fig. 1), ux, uy, vx, vy are the first-order displacement gradients of the reference 
subset, Δx , Δy are the coordinate distances from other points (Q(xi, yj), Fig. 1) in the reference subset  to 
the subset center. 

It can be observed from Eqs. (1) and (2) that, the coordinates of point (xi’, yj’) in the deformed image 
may locate between pixels (sub-pixel location). Thus, a certain sub-pixel interpolation scheme should be 
utilized. In this study, the forth-order keys interpolation algorithm [16] is used owing to its small bias 
errors and negligible rotation errors. 

To evaluate the similarity between the reference subset and its deformed counterpart, a certain 
correlation criterion must be defined in advance. In this study, the zero-normalized sum of squared 
differences (CZNSSD) parameter is chosen as the correlation criterion. CZNSSD offers robust noise-proof 
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performance and is insensitive to the offset and linear scale in illumination lighting [17]: 
୞୒ୗୗୈܥ  = ∑ ∑ ቎ ௙൫௫೔,௬ೕ൯ି௙೘ට∑ ∑ ൣ௙൫௫೔,௬ೕ൯ି௙೘൧మಾೕసషಾಾ೔సషಾ − ୥ቀ௫೔ᇲ,௬ೕᇲቁି୥೘ට∑ ∑ ቂ୥ቀ௫೔ᇲ,௬ೕᇲቁି୥೘ቃమಾೕసషಾಾ೔సషಾ ቏ଶெ௝ୀିெெ௜ୀିெ           (3) 

 

where f(xi, yj) is the gray level intensity at coordinates (xi, yj) in the reference subset of the reference 
image, g(xi’, yj’) is the gray level intensity at coordinates (xi’, yj’) in the target subset of the deformed 
image, fm, gm are the mean intensity values of the reference subset and the target subset, respectively. The 
size of the subset in Eq. (3) is (2M+1) × (2M+1) pixels. 

Substituting Eqs. (1) and (2) into Eq. (3), the correlation function would become a nonlinear function 
with respect to the desired displacement vector P = (u, v, ux, uy, vx, vy) T. In order to speed up the 
acquiring process of the desired displacement vector, various algorithms have been proposed in 
literatures [3]. In this study, the commonly used Newton-Raphson algorithm [18,19] is utilized because 
of its high accuracy. 

As shown in Eq. (3), the parameter M relative to the subset size plays an important role in the 
correlation calculation. The subset should be large enough to contain a sufficiently distinctive intensity 
pattern to guarantee its correct match. However, the subset should also be small enough to ensure that 
its actual deformation can be correctly approximated by the first-order shape function, shown in Eqs. 
(1) and (2). Therefore, the selection of subset size should be a trade-off. In addition, the speckle patterns 
naturally occurring or artificially prepared often present distinctly different distribution characteristics, 
such as non-uniform speckle distribution. A fixed subset size cannot perform well on the sparse and the 
dense speckle distribution regions at the same time. It is preferable to vary subset sizes according to their 
local speckle patterns. Therefore, the SBDSS algorithm is proposed in this paper. 

 
 

3. Self-adaptive and Bidirectional Dynamic Subset Selection 
Algorithm 

3.1 Assessment Criterion 
 

In order to achieve the dynamic selection of subset size, a certain criterion able to quantify the 
information amount within a subset should be defined first. Matching information amount is highly 
related to the patterns of speckles. Thus, the intensity gradients within a subset can be used to represent 
or describe its information amount. The intensity gradients include those along x-direction, y-direction 
and x-y-direction. Yaofeng and Pang [10] proposed the subset entropy on the basis of intensity gradients 
along all directions. However, the parameter “subset entropy” is an average value, thus this parameter 
cannot increase with the increase of subset size, meaning that the subset entropy is not a proper 
dynamic assessment criterion to represent the information amount within a subset. In this paper, a 
parameter called the sum of subset intensity variation (η) is proposed to quantify the information 
amount within a subset: 
ߟ  = ∑ ∑ ௉ܫ| − ௜|௜଼ୀଵ௉∈ௌܫ                                                 (4) 
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where S denotes a subset, P denotes a pixel point in S, IP is the intensity at P, and Ii is the intensity at one 
of eight neighboring points of P. η is the sum of intensity gradients within a subset along all directions, 
including x-direction, y-direction and x-y-direction. η is closely related to the subset size and could 
increase with the increase of subset size. 

 
3.2 Information Amount Threshold 
 

Every dynamic algorithm needs a stop condition, namely a threshold. In the SBDSS algorithm, the 
threshold represents the critical point where the subset exactly owns sufficient information amount, 
which will guarantee the successful matching. In this paper, we call it the threshold sum of subset 
intensity variation (ηth). 

Hassan et al. [20] proposed that a subset should contain an average of four or more speckles to achieve 
high accuracy in DIC. Therefore, the number of speckles could be used to calculate ηth. In this paper, N 
is defined as the number of speckles representing that one subset has sufficient information to be 
identified. Thus, ηth can be defined as the average information amount of N speckles: 

௧௛ߟ  = ே௡  ோைூ                                                       (5)ߟ
 ݊ = ଵସగ ሺଶ௡గ௥ሻమ௡గ௥మ = ଵସగ ௅ೞ೛ೖమௌೞ೛ೖ                                                 (6) 

 
where ηROI is the η of the whole ROI, it can be computed via Eq. (4) by replacing the parameter S with 
the ROI, n denotes the total number of speckles in the ROI, and r denotes the average radius of all 
speckles in the ROI. Most speckles can be considered as circles, thus the area and perimeter equations of 
circle are used. For some specific speckle patterns, if another shape is more suitable, this method would 
also be valid, and users only need to change the parameters in Eq. (6). Sspk and Lspk represent the total 
area and total edge length of all speckles in the ROI, respectively. There are two steps during the 
calculation process of Sspk and Lspk: first, use the Otsu’s method [21] to binarize the ROI and further 
count its speckle pixels, the total number of speckle pixels is the Sspk; second, perform edge extraction on 
the binarized ROI and then count the edge pixels, the total number of the edge pixels is the Lspk. 

According to the equations mentioned above, ηth can be calculated automatically and is self-adaptive 
to different images, which can be further applied in the SBDSS algorithm as the stop condition. 

 
3.3 Optimized Initial Guess of Subset Size 
 

For a dynamic subset size selection algorithm, it is a waste of time that the initial dynamic subset size 
at every point increases from a small value until satisfying the condition η>=ηth. In this paper, an 
optimized initial guess of subset size is proposed. 

As mentioned above, one subset owning N speckles is assumed to have sufficient information amount. 
Therefore, the initial guess of subset size can be defined as the average subset size containing N speckles: 

௜௡௜௧݁ݖ݅ܵ  = ටே௡ܹ(7)                                                   ܪ 
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where W and H denote the width and height of the ROI, n is the total number of speckles in the ROI 
which is calculated by Eq. (6). After optimizing the Sizeinit, the dynamic subset selection would achieve 
the bidirectional change of subset size within a small range, which can significantly reduce the dynamic 
times and improve its efficiency. Because the Sizeinit is a global parameter based on the characteristics of 
the image, the Sizeinit is also self-adaptive. 

 
3.4 Process of SBDSS Algorithm 
 

The detail process of the SBDSS algorithm is as follows: 

● Step 1: Define the value of N according to the speckle patterns (the appropriate number of speckles 
that a subset should have), and further calculate the information amount threshold ηth and the initial 
subset size Sizeinit. 

● Step 2: Dynamically adjust the subset size and find the optimal one. It is the core part of the 
dynamic subset selection algorithm, and the pseudo code is as follows: 

 
1     SubsetSize = Sizeinit 
2     Compute η by SubsetSize 
3     If ( η < ηth ) 
4      Then   IsSmall = TRUE 
5      Else    IsSmall = FALSE 
6     End if 
7     If ( IsSmall == TRUE ) 
8          Then   increase SubsetSize by a Step and re-compute the η, until η >= ηth 
9          Else    decrease SubsetSize by a Step and re-compute the η, until η < ηth 
10                 SubsetSize = SubsetSize + Step 

11    End if 
 
As the pseudo code described above, the adjustment of subset size is bidirectional. The change direction 

of subset size is determined in the 1st until 6th line, and dynamic adjustment is shown in the 7th until 
11th line. If η<ηth, it means that the information amount within the current subset is not sufficient, thus 
the subset size needs to increase by a Step. If η>ηth, it indicates the information amount is sufficient even 
might be redundant, thus the subset size needs to decrease by a Step. For each calculation point, its 
optimal subset size is the smallest value which satisfy the requirement η>=ηth. This subset selection 
method ensures sufficient information within a subset, and also reduces the subset size as much as 
possible, which guarantees both random errors and systematic errors in a relatively low level. 

Step represents the subset size change step and it can be defined as two or other pixels depending on 
the image. Besides, it is recommended to set a dynamic range, namely the upper limit and lower limit of 
subset size. 

● Step 3: Perform the rest procedure of the DIC analysis by using the subset size obtained from Step 
2. Repeat Step 2 and Step 3 point by point in the ROI until all calculation points are computed. 

 
In summary, the SBDSS algorithm can achieve dynamic subset selection according to the local speckle 

patterns, and ensure that subset size at each point is suitable and optimal. In addition, since the ηth and 
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the Sizeinit are self-adaptive to different images, the SBDSS algorithm can be used to deal with many 
types of images. By comparing with other dynamic subset selection algorithms, the optimization of the 
Sizeinit in SBDSS accelerates the process of dynamic subset selection. The SBDSS algorithm extends the 
application scope of DIC. 

 
 

4. Experimental Verification 

In order to evaluate the performance of the SBDSS algorithm, both numerical experiments and 
laboratory experiments were conducted. 

 
4.1 Numerical Experiments 
 

To evaluate the accuracy of the SBDSS algorithm, a series of numerical experiments were conducted. 
Peng and Goodson [22] proposed an approach based on Gaussian speckles to generate speckle images. 
These images could provide well-controlled image features and deformation information. 

ሻܚଵሺܫ  = ∑ ଴expܫ ቀ− ೖ|మ௔మܚିܚ| ቁ௦௞ୀଵ                                           (8) 
ሻܚଶሺܫ  = ∑ ଴expܫ ቀ− ೖ|మ௔మܚሻିܚሺ܃ିܚ| ቁ௦௞ୀଵ                                       (9) 
 

where I1 and I2 denote the reference image and the deformed image, respectively, s is the total number of 
speckles, a is the speckle size, I0 is the peak intensity of each speckle, rk = (xk, yk)T are the coordinates of 
speckles with a random distribution. U(r) is the predefined displacement function. 

In numerical experiments, two reference images with 600 × 600 pixels were generated by Eq. (8), one 
of which is the image with uniform speckle distribution (Image A, Fig. 2(a)), and the other is the image 
with non-uniform speckle distribution (Image B, Fig. 2(b)), sparse in the middle region and dense in the 
top and bottom sides. 

 

 
Fig. 2. Numerically generated reference images: (a) Image A with uniform speckle distribution and (b) 
Image B with non-uniform speckle distribution. 

 
It is generally the case in practical applications where actual displacements are not homogeneous and 

may not be approximated correctly by any predefined shape function. To take the complex deformation 
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situation into consideration, nonhomogeneous displacement function [10] was applied to generate 
deformed images: 

ᇱݔ  = ሺ1 + ݔሻሺߝ −ܹ 2⁄ ሻ +ܹ 2⁄                                         (10) 
ᇱݕ  =  (11)                                                          ݕ
ߝ  = ݕ଴ሾ4ሺߝ ܪ − 0.5⁄ ሻଶ − 1ሿ                                            (12) 
 

where the intensity at coordinates (x’, y’) in the generated deformed image equals to that at coordinates 
(x, y) in the reference image, W and H is the width and height of the image, respectively. ε0 is the 
deformation parameter to control the deformation of the image. Fig. 3 shows the deformed image based 
on Image B at ε0 = 0.1. 

 

 
Fig. 3. Numerically generated deformed image based on Image B at ε0 = 0.1. 

 
It is known that images acquired through cameras might be contaminated by a variety of different 

noise. Thus, the influence of noise was also investigated in this paper. The noise separately introduced to 
the intensity of the pixels of the reference images and the deformed images, was random Gaussian noise 
of a zero mean with standard deviation of 3%. Gaussian noise simulates the acquisition errors resulting 
from high temperature and poor illumination. All experimental cases are showed in Table 1. According 
to Table 1, eight pairs of images including the reference images and the deformed images were generated 
by combining with different speckle distribution, different deformation and noise. Group A is the 
images with uniform speckle distribution, while Group B represents the images with non-uniform 
speckle distribution. 

 
Table 1. All experimental cases 

 Speckle distribution ε0 Noise Case 

Group A Uniform 
0.05 

- 1 
Gaussian 2 

0.1 
- 3 

Gaussian 4 

Group B Non-uniform 
0.05 - 5 

Gaussian 6 

0.1 - 7 
Gaussian 8 
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In numerical experiments, two different methods including the traditional DIC and the proposed 
SBDSS algorithm were used to deal with all cases. In the traditional DIC, a fixed subset size was used 
throughout the whole process. Because the optimal global subset size for each case was unknown to us, a 
series of subset sizes were employed. To evaluate the effect of speckle number within a subset, different 
values of N (N = 2, 4, 6, 8, respectively) were set and then used in the SBDSS algorithm. 

The ROI of all images was a rectangle region centered at coordinates (300,300), sized 450 × 450 pixels. 
In the ROI, the calculation points were sampled at every 10 pixels. In total, 2025 points were calculated. 
By comparing the calculation displacements with the predefined displacement function, the calculation 
errors would be obtained and further used to evaluate the accuracy of the traditional DIC method and 
the SBDSS-DIC method. 

The displacement field calculated by DIC is made up of displacements along x- and y-directions. The 
actual x-directional displacements can be computed by the predefined displacement function (Eq. (10)), 
and the actual y-directional displacements are zero (Eq. (11)). Fig. 4 shows the distribution of x-
directional displacements calculated by the SBDSS-DIC method (N = 4, Case 5). Fig. 5 shows the results 
of subset sizes selected by the SBDSS algorithm (N = 4, Case 5). 

 

 
Fig. 4. The distribution of x-directional displacements calculated by SBDSS-DIC (N = 4, Case 5). 

 
It can be seen from Fig. 4 that, the distribution of x-directional displacements is axis-symmetric. The 

points of both left and right sides move towards the middle of the image. The same displacement value 
(same color in Fig. 4) appears parabolic distribution along y-direction, which demonstrates that the 
displacement calculation results agree with the preset displacements in Eq. (10). Fig. 5(a) shows the 
histogram of subset sizes selected by the proposed SBDSS algorithm. Fig. 5(b) shows the distribution of 
subset sizes at different calculation points. In Fig. 5(b), the subset sizes located in the top and bottom 
sides seem smaller (around 30 pixels), while the subset sizes located in the middle region seem larger 
(around 60 pixels), which is consistent with the speckle distribution characteristics of Image B. Fig. 5 
demonstrates the utility of the proposed SBDSS algorithm in dynamically selecting subset sizes. 

The displacement of every point contains x- and y-directional components, both of which have errors. 
To investigate the accuracy of displacement results, the absolute error [15] considering the two 
directions is used to represent the error at each point: 

௔ܧ  = ඥܧ௨ଶ +  ௩ଶ                                                  (13)ܧ
 

where Eu and Ev are the errors in x- and y-directions, respectively. 
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Fig. 5. The results of subset sizes selected by the SBDSS algorithm (N = 4, Case 5): (a) the histogram of 
subset sizes and (b) the distribution of subset sizes at different calculation points. 

 

 
Fig. 6. The error comparison results of Group A; traditional DIC vs. SBDSS-DIC. (a) Case 1, (b) Case 2, 
(c) Case 3, and (d) Case 4. 
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Since different calculation points have different Ea, the average value of Ea over the entire ROI is 
applied to represent the error of a case. Fig. 6 illustrates the error comparison results of Group A (Cases 
1 to 4). Fig. 7 illustrates the error comparison results of Group B (Cases 5 to 8). The horizontal axis 
represents the subset size and the vertical axis represents the average Ea. The solid line is the average Ea 
by the traditional DIC at different subset sizes. The colorful square is the average Ea by the SBDSS-DIC 
method at different values of N, and its horizontal coordinate denotes the average subset size after the 
process of the SBDSS algorithm. 

 

 
Fig. 7. The error comparison results of Group B; traditional DIC vs. SBDSS-DIC. (a) Case 5, (b) Case 6, 
(c) Case 7, and (d) Case 8. 

 
It can be seen from Figs. 6 and 7 that, the average Ea of the traditional DIC drops at the initial stage, 

and then increases after reaching the minimum value when the subset size continues to increase. This 
agrees with the theoretical analysis that large subset may lead to the relatively larger systematic errors 
owing to the incorrect approximation of the first-order shape function, whereas small subset would 
result in bigger random errors due to the mismatch between subsets. The influence of speckle 
distribution, deformation and noise on the subset selection associated with the accuracy of DIC is 
discussed as follows. 

The images with different speckle distribution include uniform and non-uniform situations, labeled 
Group A and Group B, respectively. It can be observed by comparing Fig. 6(a) with Fig. 7(a), or Fig. 6(c) 
with Fig. 7(c) that, the errors of Group A are smaller than the Group B and the curve in Group B is not 
smooth, the errors of which do not decrease further at the middle subset sizes. In the non-uniform 
image, the speckle patterns present distinctly different characteristics in different regions so that there 
does not exist a certain subset size which is optimal for all points. Therefore, the errors of non-uniform 
images cannot reach to a lowest value at a certain subset size and the curve of errors does not seem 
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smooth. The optimal global subset size of the traditional DIC in Case 1 (Fig. 6(a)) is 27×27 to 33×33 
pixels, while in Case 5 (Fig. 7(a)) it is 33×33 to 47×47 pixels. The results demonstrate that the speckle 
distribution not only influences the accuracy of DIC but also affects the selection of optimal global 
subset size. 

By comparing the results of different deformation, it can be seen that the average Ea increases with the 
increase of deformation, but the trend of them is similar with each other. The comparison between Fig. 
6(b) and Fig. 6(d), or between Fig. 7(b) and Fig. 7(d) shows that the average Ea in large subset rises more 
sharply in the cases with larger deformation. Because the first-order shape function cannot correctly 
approximate the deformation, systematic errors will increase faster when the deformation becomes 
lager. Thus, different deformation also impacts the accuracy of DIC and the selection of optimal global 
subset size. 

After the introduction of random Gaussian noise, the average Ea in two groups increases noticeably in 
small subset, but only increases slightly in large subset. Compared with large subset, the small subset is 
more susceptible. The traditional DIC needs a larger subset size to reduce the impact of random noise. 
Thus, random noise also affects the accuracy of DIC and the selection of optimal global subset size. 

As discussed above, the speckle distribution, deformation and noise will all impact the selection of 
optimal global subset size and further influence the accuracy of DIC. However, it can be observed from 
Figs. 6 and 7 that, no matter in what cases, the performance of the proposed SBDSS-DIC method is 
greater than that of the traditional DIC, even better than the latter at the optimal global subset size. 
These results indicate that the SBDSS algorithm is more accurate than the traditional DIC. 

In the SBDSS algorithm, the value of N is a vital parameter related to the algorithm performance. In 
this paper, the results of different N can also be seen from Figs. 6 and 7. Without noise (Cases 1, 3, 5, 7), 
N = 4 is optimal, and with noise (Cases 2, 4, 6, 8), N = 4, 6, or 8 is optimal, indicating that four speckles 
contain sufficient information for a subset to be accurately identified. This result agrees with the 
suggestion of Hassan et al. [20] that, a subset should have average of four or more speckles to achieve 
high accuracy. Although noise leads to the increase of the optimal value of N, the error differences 
among N = 4, 6, and 8 are slight. Hence, N = 4 is recommended in the SBDSS algorithm. 

 
4.2 Laboratory Experiments 
 

To evaluate the utility and the adaptability of the proposed algorithm in practical applications, 
substrate stretching experiments were performed in this study. Substrate, widely used in cell mechanical 
experiments, is made up of medical silica gel, which is colorless and transparent. Hence, the speckle 
patterns need to be artificially prepared. In this study, the speckle patterns were made by spraying black 
paints on the surface of a substrate specimen. The size of specimen was 140 mm×30 mm (thickness of 
0.8 mm). 

 

 
Fig. 8. Stretch the substrate specimen with both ends clamped. 
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The apparatus of substrate stretching experiments is shown in Fig. 8. The top and bottom boundaries 
of the substrate were attached to two clamps. The bottom clamp was fixed to prevent horizontal 
displacements and rotations, and the top clamp was aligned with the bottom clamp. The load was 
exerted by a universal material testing machine (AG-IS, SHIMADAZU, Japan) in the vertical direction. 
All images were captured by a CMOS camera (JHSM1400f, Shenzhen Jinghang Technology Co. Ltd., 
China), in spatial resolution of 4384×3288 pixels. 

The central region of the substrate image with 2200×600 pixels was selected as the ROI in the DIC 
analysis. The calculation points in the ROI were sampled at every 20 pixels. In total, 3300 points were 
calculated. 

The specimen was loaded vertically. Fig. 9 shows the displacement distribution in the vertical 
direction calculated by the SBDSS-DIC method (N = 4). As shown in Fig. 9, the displacements change 
smoothly and uniformly from 6 pixels to 20 pixels along the vertical direction. Fig. 10 shows the 
histogram of subset sizes selected by the SBDSS algorithm (N = 4). The subset sizes are ranging from 
37×37 pixels to 63×63 pixels, which demonstrate that the proposed algorithm is effective in dynamically 
selecting subset sizes in laboratory experiments. 

 

 
Fig. 9. The displacement distribution in the vertical direction calculated by SBDSS-DIC (N = 4). 

 

 
Fig. 10. The histogram of subset sizes selected by the SBDSS algorithm (N = 4). 

 
As mentioned above, the proposed algorithm can calculate correct results and indeed tailor subset 

sizes according to the local speckle patterns in actual experiments. The specimen in this test was made 
by spraying black paints, whose speckle patterns are random, and the result of dynamic subset sizes is 
clear, which verifies the utility and the adaptability of the proposed algorithm. The speckle patterns 
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naturally occurring often present distinctly different characteristics, so the dynamic effect of our 
proposed algorithm would be more obvious. 

 
 

5. Conclusions 

In this paper, the SBDSS algorithm which can dynamically select the subset size for each calculation 
point is proposed. The proposed sum of subset intensity variation (η) is used as the assessment criterion 
to ensure that every subset size for every point is suitable and optimal, containing sufficient but not 
redundant information. In addition, both the information amount threshold and the initial guess of 
subset size in the SBDSS algorithm are self-adaptive to different images and can be calculated 
automatically. 

In order to verify the accuracy and adaptability of the SBDSS algorithm, several numerical and 
laboratory experiments were performed. The results of the numerical experiments demonstrate that 
different factors like different speckle distribution, different deformation and noise would affect the 
selection of optimal global subset size and the proposed algorithm achieves higher accuracy in all test 
cases than the traditional DIC. The results of the laboratory experiments show the dynamic effect in 
selecting subset sizes and verify the adaptability of the proposed algorithm. In summary, compared with 
the traditional DIC, the SBDSS algorithm is consistently more accurate and adaptive for different types 
of images and eliminates the laborious work in finding the optimal global subset size, which will 
improve the performance of DIC and expand its application scope. 
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