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Abstract 
The dorsal hand vein biometric system developed has a main objective and specific targets; to get an 
electronic signature using a secure signature device. In this paper, we present our signature device with its 
different aims; respectively: The extraction of the dorsal veins from the images that were acquired through an 
infrared device. For each identification, we need the representation of the veins in the form of shape 
descriptors, which are invariant to translation, rotation and scaling; this extracted descriptor vector is the 
input of the matching step. The optimization decision system settings match the choice of threshold that 
allows accepting/rejecting a person, and selection of the most relevant descriptors, to minimize both FAR and 
FRR errors. The final decision for identification based descriptors selected by the PSO hybrid binary give a 
FAR =0% and FRR=0% as results. 
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1. Introduction 

The use of the word biometrics refers increasingly to the use of these techniques for purposes of 
identification/authentication, the first sense of the word biometrics then being taken over by the term 
Biostatistics. The biometrics word has a larger meaning in the study of identification/authentication 
persons from a number of characteristics. It is a Mathematical analysis of biological and/or behavioral 
characteristic of a person to determine his identity decisively. Biometric modalities are based on 
principle characteristics recognition as fingerprint [1], face [2], iris [3], retina [4], hand [5], keystroke, 
voice and vein; they provide irrefutable proof of the identity of a person by their biological uniqueness 
characteristics distinguishing one person from another. The hand vein biometrics has emerged as a 
promising component of the biometric study [6-9]. Each biometric system has a processing chain, 
including the hand vein system in order to obtain a final decision [10]. The biometric vein profile has a 
very high level of security, so far there is no means of fraud, this type of biometry is called “contactless”. 
The rest of the paper is organized as follows: we will briefly introduce prior researches relevant to Hand 
vein biometric. 
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In Section 2, a detailed description of the proposed system; Section 3 presents enhancement of the 
quality of the database used for better vein feature extraction which is detailed in Section 4. Section 5 
show how to get the vector feature extraction. Section 6, gives a brief description about the hybridation 
of the BPSO. Section 7 presents the experimentation and results of the proposed system; prior to 
conclusions in Section 9. 

In visible light, the veins are not apparent. Indeed, a multitude of other factors, including the surface 
characteristics such as moles, warts, scars, pigmentation and hair can also hide the image [11]. 
Fortunately, the use of the infrared light eliminates most unwanted surface features [12]. Required 
parameters to obtain good quality data are listed below [11,13]: 
 The light affects the quality of the image obtained with the exception of no IR filter.  
 The temperature of the ambient environment must be neither too hot nor too cold, around the 

human body temperature.  
 The distance between the sensor and the object should be sufficient for a good acquisition. 
 

 
Fig. 1. Dorsal, palmar and fingerprint veins. 

 
Starting with Jackson W. Wegelin patent [14], includes a dispenser controller coupled to a memory 

unit, which includes a database of previously-stored vein patterns. A vein-pattern sensor maintained by 
the dispenser images the unique vein pattern of a user’s hand without contact. A recent study proposed 
using a three dimensional biometric scanner: (1) for the capillary mapping of the palm of the hand (2) 
incorporates two image sensors; configured for obtaining a stereoscopic image of a vascular map and 
where for each image corresponding to each wave length, the depth of each point on the plane is known 
[15]. Some multimodal biometric systems capture palmprint/finger vein [16,17] like shown Fig. 1, hand 
geometry/vein [18,19]. Other systems capture the palmar veins [20,21] Based on registering finger vein 
information [22], and it is discriminated of which finger the finger vein information is to be registered, 
on the basis of the photographed image. There is too central combining several modalities as [23] which 
comprise a central command station in signal communications with a series of blasting machines. 
Command station has a biometric analyser unit and an authorizing means. The blasting apparatuses 
have enhanced security features by including biometric analysis of specific biological features of an 
authorized blast operator to generate a known biometric signature. The biometric signature can be 
derived from a fingerprint scan, a recognition scan of a hand, a foot, an iris or a retina, a skin 
spectroscopy analysis, a finger vein pattern analysis, a voice recognition analysis, or a DNA fingerprint 
analysis. In order to get areas, improve the quality of the image, extract veins from hand, we need some 
techniques: 

a) Format conversion JPEG BMP: the conversation JPEG BMP is required. Indeed, the main 
advantage of BMP image quality is provided as BMP format is not compressed and therefore no loss of 
quality. Against by the JPEG format is compressed and therefore quality lost [24]. 
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b) Enhancement: The resulting image may not contain noise as tasks, blobs, dust, etc. Different filters 
can be applied to eliminate the noise and enhance the image, but if the pictures have a good quality, this 
step is not required [25]. In [26], the clearness of the vein pattern in the extracted ROI (region of 
interest) varies from image to image; they use a 5×5 Median Filter to remove the speckling noise in the 
images and a 2-D Wiener filter to the ROI image to suppress the effect of high frequency noise. [27] 
uses a various contrast enhancement techniques in order to compare which gives the best results, the 
study is very interesting. 

c) Converting the color image into a gray level: Converting a color image into a grayscale means that 
the image size will be reduced from 24 bits per pixel (color image) to 8 bits per pixel (grayscale image) 
[14,28]. Instead of having three matrices that represent the level of colors (red, green, blue) for each 
pixel, we have just a single matrix that represents the gray level for each pixel, which reduces the 
processing time [29,30]. 

d) Binarization is segmenting the image into two levels; object (hand region) and background; most 
of the time the object segment which is the ROI in white and the background segment in black [31-33]. 
After the binarization, there is the most difficult step which is the feature extraction. Some researchers 
add a step in this phase [24,28,33,34]. Some works use the minutiae features extracted from the vein 
patterns for recognition, which include bifurcation points, ending points and the position and 
orientation of minutiae points [35,36]. [37,38] uses it with the vein finger, when [26] uses it with the 
dorsal hand vein. In [32], the feature extraction was based on the geometry veins. Fig. 2 shows these 
minutiae (playback direction: from left to right). 

 

 
Fig. 2. End points, veins branching points [37]. 

 

e)  Identification/authentication phase or then verification is only classification [39,40] of items into 
two classes. The image of the veins that was extracted in the previous step allow us to create a database 
of prototypes with pattern that are in the database (template) by authenticating the identity of an 
individual, will either accept the person, or reject it. Instead of the identification [41,42], the system will 
identify the right person. In order to evaluate their system testing performance, [31] uses a dataset of 
500 persons of different ages above 16 and of different gender, each has 10 images per person was 
acquired at different intervals, 5 images for left hand and 5 images for right hand. [43] used correlation 
and template matching as a recognition algorithm whether [44] used Principle Component Analysis 
(PCA). The authors [45,46] present a general survey on the hand biometrics; some of the works quoted 
are summarized  in Table 1. 
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Table 1. Survey of hand vein biometrics 

Ref. Dimension Thresholding Binarization 
Vein 

extraction 
Minutiae’s
extraction

Classification
Number 
dataset 

Performance 

[47] 160×120 Gaussian low Local Local No  10.000 FAR 0.01% 
[35]  Pass and high 

pass 
Thresholding Thresholding     

[48] Combination Median Local Wavelet No  30 FRR 1.5% 
[38] Multi 

resolution 
 Thresholding Transform    FAR 3.5% 

[49]  Median Local Local No Hausdorff 12 FRR 0% 

[24]  Gaussian Thresholding Thresholding  Distance  FAR 3.0% 

[50]  GSZ No Gabor Cross KNN with   

[33]  Shock  Thresholding number Euclidean   

[22] 640×480 Median Threshold=0 Skeletonisation     

[37] Special 
median 

       

[28] 640×320 Gaussian SIFT SIFT  Euclidian 24 EER 0% 

[6]  Low pass    Distance   

 
 

2. Proposed System Description 

This paper deals with a new biometric identification approach. The main contributions of this paper 
can be summerized as follow: 
 Representation of the veins vector in the form of shape descriptors,they are invariant to 

translation, rotation and scaling. The classification is done based on these descriptors.  
 Optimization decision system settings match the choice of threshold that allows to accept/reject a 

person, and selection of the most relevant descriptors, to minimize both FAR and FRR errors.  
 The integration of hybrid binary PSO for solving the bi-objective optimization problem (FAR and 

FRR minimized). This meta-heuristic decision provides greater credibility by introducing the 
notion of subjective parameters (formulated by the decision maker), corresponding to the weight 
assigned to the FAR and FRR.  

 Identification based descriptors selected by the PSO hybrid binary. 
 
From The dorsal vein hand image are extracted contours used for the image normalization and 

segmentation of ROI which is detailed in Sections 2. The extraction of hand vein vector from ROI 
images is described in Section 3. The extraction feature from the hand vein vector and the identification 
are detailed in Sections 4 and 5, respectively. The experiments and results of this work are presented in 
Section 5, which is followed by the discussion in Section 6. 

The main architecture of our identification biometric system consists of three modules: enhancement 
module, feature extraction, and classification (Fig. 3). The first two modules were implemented on CPU. 

The functional architecture of the decision system matches the biometric identification with dorsal 
hand vein developed; is shown below. 
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Fig. 3. Block diagram of our decision support system. 
 
 

3. Image Quality Amelioration 

The NCUT databases images are images taken of the hands at a distance. Thus, the image is 
composed of two parts by hand and background surrounding To avoid wasting time calculation by 
processing a non interesting area which is the background of the image. We get extraction of the area 
(two segments) by applying a binarization. This step allows us to divide the image in two areas: the 
hand area (white) and the background (black). We used the OTSU’s algorithm below: 

 
Algorithm 1. OTSU for the binarization 

Upload image; 
Convert from color to grayscale; 
Calculate the histogram of the image; 
Normalization of the histogram; 
Mean (0) =0; 
Var (0) =0; 
If k<= 255 
   Update mean (k); 
   Update car (k); 
   Calculate ( );  
Else 
   Threshold Binarization, T=k 

   ))(2(=)(2 kSmaxkS ; 
    If TyxI >),(  
    1=>),( TyxI  
   Else 
    0=>),( TyxI  

 

Since the background is useless, we must eliminate it and keeping only the white pixels in the image 
that is to say; the area of the hand (see Fig. 4). 

Matching 
Conception of 

The DBB 
Enhancemnt Feature extraction

Device scan ;  

conception of SAB11 

Communication 

with user 

Rollment of the 

pattern 
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Fig. 4. Binarization for hand area extraction. 

 

   
Fig. 5. Extraction and enhancement. 

 
In order to extract the area of interest (ROI) that contains the veins, we calculated the gravity hand 

center; as shown in Eqs. (1) and (2). this operation aims to eliminate the bottom (the image size 
reduction) and have more accurate results. 
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as the images of the veins were not clearly distinguished; we improved the contrast by a linear 
transformations. Linear transformation includes simple identity and negative transformation. Identity 
transition is shown by a straight line. In this transition, each value of the input image is directly mapped 
to each other value of output image. That results in the same input image and output image. And hence 
is called identity transformation. The results of different people are shown in Fig. 5. 

From the work done on the analysis and the investigation of images on the pre-processing operations, 
the final image pre-processing system is proposed to consist of four steps, namely the extraction of the 
ROI, Grayscale normalization, anisotropic diffusion filter [51] and adaptive equalization of the 
histogram to improve contrast. 

 
 

4. Vein Feature Extraction 

Once we extract ROI, we proceeded to a binarizaion thresholding operation to divide the image into 
two levels: black background and white veins, by the method of integral image. Based on the following 
Algorithm 2. 

The problem with this method was how to choose the size of the window (w×w) and coefficient k. 
The integral image is used as a quick and effective way of calculating the sum of values (pixel values) in 
a given image – or a rectangular subset of a grid (the given image). It’s why we applied several tests in 
the size of the window, setting k=0 on several people. Fig. 6 shows the results for the same person. 
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Algorithm 2. The integral image for binarization 

Calculating the integral of all images (with H the height and L the width); 
Compute the new center (x, y) of the window; 
if x<H 
Calculating the local sum of the integral; 
Calculating the local mean; 
Calculates the standard deviation; 
Calcultes the threshold T for the center of the window; 
If TyxI >),(  

=1>),( TyxI  
Else  

0=>),( TyxI  

 

  
Fig. 6. Binarization by integral image for the extraction of dorsal hand veins. 

 
From the results, we found that the window size with (55×55) gave us the best visualization of the 

veins, so we took the window size (55×55) and coefficient k=0 for binarization. To improve the quality 
of the binary image, we applied the morphological dilation operation, which will allow us to remove 
black areas of the image. The results are shown in Figs. 7 and 8. 

 

 

 
Fig. 7. Before and after dilation with (7×7). 

 

  
Fig. 8. Vein binary image after dilatation. 
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According to the results, we noticed that there still have isolated pixels, so it must be eliminated by 
applying a filter. We chose the Median filter because usually it is the response filter. However, its 
performance is not that much better than Gaussian blur for high levels of noise, whereas, for speckle 
noise and salt and pepper noise (impulsive noise), it is particularly effective. Furthermore, some types of 
signals (very often the case for images) use whole number representations; in these cases, histogram 
medians can be far more efficient because it is simple to update the histogram from window to window, 
and finding the median of a histogram is not particularly onerous. The results are shown in Fig. 9. 

 

  
Fig. 9. Vein binary image after dilatation window (7×7). 

 
 

5. Vector Feature Extraction 

This step is intended to represent the veins by color descriptors, texture, shape, or the combination of 
both these descriptors. since the comparison between the images is done by these descriptors. For this, 
we chose the shape descriptors, cause they are invariant to rotation, translation and scaling. We opted 
for the method of HU moment invariants, which will extract seven descriptors of shapes, from the 
binary images of dorsal veins of the hand. The corresponding organigram is presented in Fig. 10. 

 

 
Fig. 10. Feature extraction by the method of moment invariants HU. 

Begin 

Calculate the moment of order 0 

Calculate the moment of order 1 

Calculate the moment of order 2 

Calculate the moment of order 3 

End  

Binary image 

Seven moments invariants to 

rotation, translation, scaling 

Gravity center of the object 

The surface of the object 
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6. Hybridization of BPSO with Moment Invariants HU 

The disadvantage of the seven Hu moment invariants is that they are sensitive to noise, in addition 
they are very hungry time calculated. So in order to select only the moments that minimize both FAR 
and FRR errors, we will make a hybridization of BPSO (binary PSO) with the method of invariant 
moments of HU. This hybridization has two main goals: 
 Select less time instead of seven times like shape descriptors dorsal hand veins, which minimize 

both errors FAR and FRR.  
 To have an optimal threshold that can accept or reject people. 
 
This hybridization was never done before. It is presented as follows: 
Step 1: Initialize settings BPSO (N: the number of particles the number of iterations). 
Step 2: Initialize the positions X and speed V. 
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*2= randvmaxvmaximv  ()
                                        

(4)
 

 
where, 

i is the particle index 
m the mth dimension 
xim the mth selected time of particle i 
randint() means that the moment has been selected 0 else 
M the number of selected moment; in our case M=7 
N the number of particules 
vmax the number of changement; in our case = 7 invariant moments rand()ε[0,1]  

Step 3: The comparison of the images are made on the basis of moments that were selected by BPSO 
according to the chart below, every person in our case is a class. 
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Step 4: 
 

Algorithm 3. The classification by the hybridation 

Upload Input class(binary vein image) 
Extraction of the seven invariant moment of Hu 
Selestion of the moment by BPSO 
Calculate d1: Distance between the input class and all DBB classes 
Find the minimal Class C 

Separate class C into two groups, and calculating the distance d2 between them by the Dist if T
d
d


2
1

 

 
where the distance between the images of each person and different people (classes) is calculated by the 
following equation: 

 

);(
2

1=

1

1=2*1

1
= jBiAdist

n

j

n

inn
Distance 

                                       

(5)

 
 

where n1 and n2 are the number of an image in class A and B, respectively, dist(Ai;Bj) is the Euclidean 
distance between the image Ai and the class B. 

Step 5: Update the fitness function of each particle, which has two objectives: minimize FAR error 
(the false acceptance rate) and minimize FRR error (the false rejection rates). 

The corresponding function is 
 

GFRRCFRGFARCFAMinimizeE **=                                                 (6) 
  

CFACFR 2=                                                                   (7) 
 

where the parameters of the function fitness are defined as: 

GFAR is FAR 
GFRR is FRR 
CFA is the cost of false acceptance 
CFR is the cost of false reject 
EER is the error rate 

 
Both the FAR and FRR objectives are defined by the following equation: 
 

100*=
sednewhoaccesTotalgenui

inejectedgenuNumberofre
FRR

                                         
(8)

 
 

100*=
essedtorswhoaccTotalimpos

eptedpostorsaccNumberofim
FAR

                                          
(9)

 
 
Step 6: If the fitness function of each particle is better than the previous best fitness function, then the 

current position is the best previous position and the current fitness function is its previous best fitness 
function. 
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Step 7: Assign the minimum fitness function all the best fitness functions of each particle, the overall 
fitness function. The positions of this function will be assigned to the best overall position. 

Step 8: Update the speed.  
Step 9: Update position.  
Step 10: Repeat steps 3, 4, 5, 6, 7, 8 until stopping criterion. 
 
 

7. Experimentation and Results 

The information about the database that we used were acquired from the NCUT Database [52]. The 
information about the database used are summarized in Table 2. 

 
Table 2. Database information 

Parameter Definition 

Number of person in the DBB 102 (52 women, 50 men) 

Number of image per person 10 for the right and for the left hand 

Number of image in the DBB 2,040 

Number of person (class) for the training 50 (6 images for each person) and the remaining for the test 

 
Table 3. Parameters used 

Number of iterations  50 
Number of particle  10 

1c  0.9 

2c  1 

maxw  1.9 

minw  0.4 

1r   0.5 

2r  0.5 
 

The parameters used in this experiment for BPSO are summarized in Table 3. 
For the fitness function, we varied the cost of CFA in the range [0.1,1.9] and the threshold that allows 

to know if it is a genuine or fake. Figs. 11–13 show the error evaluation FAR, FRR and the objective 
function (error rate) during the variation of the threshold. 

 

         
Fig. 11. False accept rate (FAR).  Fig. 12. False reject rate (FRR). 
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Fig. 13. Equal error rate (EER). 

 
Through the histogram in Figs. 11–13, the two errors FAR and FRR were equal with the threshold 

value is 72%. The results obtained by the hybridization of BPSO with Hu moment invariants for the 
selection of the best times that minimize both FAR and FRR errors are listed in Table 4. 

From the table above, the results obtained by hybridization of BPSO and Hu moment invariants, 
were able to reach a figure of 0% for both FAR and FRR errors with less time selected instead of seven 
and a threshold of 72% by varying the CFAR and CFRR. Another remark cost, we observed from the 
table above, is that the moments (θ1;θ2) were the most selected by BPSO times, so for confirm that, we 
did a manual selection times with or without these two moments (θ1;θ2). 

The results are shown in Table 4. 
 

Table 4. Results of HU moment invariants selected by BPSO 
CFA θ1 θ2 θ3 θ4 θ5 θ6 θ7 FAR FRR EER 
0.1 1 0 0 1 0 1 0 0 0 0 
0.3 0 1 1 1 0 0 1 2 0 0.6 
0.4 1 1 1 1 0 0 0 0 0 0 
0.6 0 1 1 1 1 1 0 0 0 0 
0.9 0 1 1 1 1 0 0 0 0 0 

 1 1 1 1 0 0 1 0 0 0 
0.6 1 1 1 1 1 0 1 0 0 0 
0.9 1 1 0 0 0 0 0 0 0 0 

Mean 0.73 0.73 0.68 0.69 0.57 0.36 0.57 0 0 0 
 
From Table 4, we see that the absence of one of these two moments or both, or their presence with 

both other times the error rate increases. However, the presence of only these two times both the error 
rate becomes 0%. Therefore, we have taken only two times (θ1;θ2) to represent the veins by two shape 
descriptors. 

 
 

8. System on GPU 

In this section, we will illustrate the implementation of the classification on GPUs, based on the 
Framework JOCL. The matching algorithm is in Algorithm 3, removing the part selection times by 
BPSO and threshold variation. Only the distance calculation by Eq. (5) between the images of the veins 
of the person we have just identified with those in the database will be done on the GPU. 

We remind, that each image of the dorsal vein of the hand of a person, is now represented by two 
values corresponding to both Hu (ɸ1, ɸ2) moment invariants, as shown in Fig. 14. 
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Fig. 14. Representation of each image of the dorsal veins of a person as two moments in a single linear 
array. 

 
Algorithm 4. Classiciation on GPU 

Begin 
Choose the framework () 
Choose the type of the device 
Create a context 
Create the waiting thread by the JOCL 
Allocation of the memory for the input and the output data 
Call the kernel program 
Execute the kernel 
Recover the results 
Freeing memory  

End 

 
Now, to classify this person, we will detail our approach to the implementation of the classification 

step GPU, by the following chart. 
Algorithm 4 shows the communication between the CPU (Host) and the GPU: the input table is an 

array that contains the value of both Hu moment invariants, for each image of the veins of the person 
we have just identified. The table of users: it is an array that contains the value of both Hu moment 
invariants for each image, each person who exists in the database. 

For a vein image recognition based on structural features, a new method is proposed based on the 
hybridization of invariant moments and BPSO. For the recognition of the image of the main-dorsal 
vein based on the vein network feature, work has led to two proposed approaches based on the vein 
structure model to control the contribution of BPSO and PCA in recognition. Which proves to provide 
the highest recognition rate of almost 100%, 99% for the BPSO and the PCA respectively. In this work 
area, although a wavelet domain approach has also been studied, it has not been included in this paper 
because it is more intensive in calculation. It is particularly noteworthy to emphasize that structural 
features based on BPSO and PCA have not previously been applied to the recognition of venous images 
and the work reported in this paper is considered to represent a summury study on recognition rates 
Achievable for the BPSO and PCA classification based on dorsal vein images. 

 
 

9. Conclusion 

A complete image pre-processing chain has been proposed, which consists of a ROI extraction, gray-
scale normalization, anisotropic diffusion filter and contrast-limited adaptive histogram equalization. 
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Each step was designed and developed using quantitative and qualitative performance assessments in 
relation to several other approaches. A somewhat new work in this field includes the improvement of 
the image coherence by means of a simple relative geometric pre-treatment based on the method of 
extracting the ROI based on a centroid and a coherent with less geometric variations. 

According to both measurement error rates FAR and FRR, we get the best results with an error rate 
FAR=0% and FRR=0% among the work done. According to the execution time, we cannot compare our 
results to 100% because it depends on the type of used machine. In addition a few studies which have 
mentioned the execution time of the preprocessing step, feature extraction and classification. Indeed, in 
biometrics, the authors focus primarily on minimizing both error rate FAR and FRR, after the 
execution time for biometrics is a type of soft real-time, that is to say, even if there’s a delay in obtaining 
the result will not cause damage. However, it is clear to point out some very important aspects we have 
deduced by this project. It is not necessary to make the dorsal veins as skeletons to extract minutiae, 
because this makes it very heavy preprocessing. In addition, once again it is difficult to extract the 
minutiae of the dorsal hand veins, because of the infrared camera quality used to acquire images of 
veins. b. May decrease the performance of FAR perspective FRR system, because if one of the minutiae 
algorithm does not detect it, we will file it in another category. 
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