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a b s t r a c t

Distributed Control System (DCS) communication networks, which use Fast Ethernet with redundant
networks for the transmission of information, have been installed in digitalized nuclear power plants.
Normally, failover tests are performed to verify the reliability of redundant networks during design and
manufacturing phases; however, systematic integrity tests of DCS networks cannot be fully performed
during these phases because all relevant equipment is not installed completely during these two phases.
In additions, practical verification tests are insufficient, and there is a need to test the actual failover
function of DCS redundant networks in the target environment. The purpose of this study is to verify that
the failover functions works correctly in certain abnormal conditions during installation and commis-
sioning phase and identify the influence of network failover on the entire DCS. To quantify the effects of
network failover in the DCS, the packets (Protocol Data Units) must be collected and resource usage of
the system has to be monitored and analyzed. This study introduces the use of a new methodology for
verification of DCS network failover during the installation and commissioning phases. This study is
expected to provide insight into verification methodology and the failover effects from DCS redundant
networks. It also provides test results of network performance from DCS network failover in digitalized
domestic nuclear power plants (NPPs).
© 2017 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Digital instrumentation and control systems, distributed control
systems (DCSs), and programmable logic controllers have replaced
the original analog control components and systems in nuclear
power plants. The main concerns associated with analog systems
are the effects of aging, such as mechanical failure and functional
degradation. However, digital electronic components provide
enhanced performance in terms of accuracy and computational
capabilities, and have achieved higher data handling and storage
capabilities; thus, they allow operating conditions to be more
thoroughly measured and displayed [1,2].

To achieve technical self-reliance for nuclear instrumentation
and control systems in South Korea, the Advanced Power Reactor
1400 manemachine interface system architecture was developed
[3]. This system, which is illustrated in Fig. 1, is based on a

communication network system [4]. A DCS redundant backbone
network links all process controllers, operator and engineer inter-
face functions, and associated equipment and systems, in such a
manner that all information or commands appear totally inte-
grated, reliable, and nearly instantaneous. At the highest level of
hierarchy is the plant operational staff, and at the lowest level are
the thousands of sensors and control devices that interface with
these processes.

DCS communication networks exhibit more unpredictable per-
formance compared with that of state-based communication sys-
tems, which communicate using a fixed set of data at regular
intervals. The communication load of the state-based communi-
cation system is constant no matter what the system is doing, and
the maximum communication load of the safety system is
approximately equal to the normal load of the safety system. Data
communication systems used in reactor protection systems and
display systems for important safety information should also have a
state-based, rather than an event-based, architecture [5,6].
Advanced Power Reactor 1400 manemachine interface system DCS
redundant networks use a Transmission Control Protocol/Internet* Corresponding author.
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Protocol stack, which brings the likelihood of lost or delayed
packets [7]. Manemachine interface system DCS networks, which
are linked redundant systems and buffered network switches, have
the potential for congestion and overload during peak load periods;
thus, redundant DCS networks should be verified in a manner
different from that used for state-based networks [8,9].

DCS redundant network failover is an important factor for
determining the reliability of data transmission of a digital
instrumentation and control system because network redundancy
in the DCS network infrastructure helps avoid unplanned opera-
tion stoppages. The data communication network structure has
been designed to satisfy the requirements of redundancy [10].
Redundancy is typically applied to DCS communication networks
to provide fault tolerance that increases system reliability in the
form of backup or fail-safe. However, redundancy structures can
sometimes create more complex configurations that increase the
likelihood of failures and errors. Although, in the design and
manufacturing phases, a reliability analysis is performed to verify
the reliability of the redundant networks [11,12], the reliability
analysis must be performed to verify the redundant network
failover function of the DCS architecture during the installation
and commissioning phases. The actual failover of redundant net-
works can be verified to meet communication-related re-
quirements in actual field-installed conditions. The actual
measurement of the performance and reliability of the DCS
network system gives confidence that redundant networks are
reliable.

In this study, a verification methodology for network failover is
developed and verification tests are conducted in accordance with
design-based events. This study is expected to provide insight into
the verification methodology and ensure the failover effects, and to
provide test results on network performance for DCS network
failover in digitalized domestic nuclear power plants.

2. Review of network failover requirements

2.1. Failover of DCS redundant networks

In order to maintain the network integrity of each train and
channel separately, DCS networks are configured independently
for each safety train and nonsafety channel. A DCS has redundant
communication networks that are continuously checked for fail-
ure. The network configuration is completely redundant,
including all communication devices, interface cards, cables, and
optical and electronic equipment. Communication between the
various types of equipment of the DCS is ensured by these
redundant communication networks. If there is no error in
redundancy, one of the redundant networks is always active and
the other is always in hot standby. A DCS is designed such that no
single point of failure exists that can result in the failure of the
entire communication system. Faults in any single component
that interfaces with the data communication subsystem cannot
cause both networks to fail.

The failover function is a switch to a redundant network upon
failure or abnormal termination of a network. Failover and
switchover are essentially the same operation, except that failover
is automatic and usually operates without warning, while
switchover requires human intervention. Failover requires no
manual intervention to perform the check to restore operation to a
previously faulted network after completion of repairs. Systems
designers provide failover capacity in networks requiring contin-
uous availability and a high degree of reliability. At the controller
level, failover automation uses a heartbeat system that connects
the main and backup controllers using a network connection. As
long as a regular heartbeat continues between the main and the
backup controller, the backup controller will not bring its systems
online. The backup controller takes over the work of the main

Fig. 1. ARR-1400 MMIS schematic diagram [4]. APR-1400, Advanced Power Reactor 1400; BOP, Balance of Plant; CPS, Computerized Procedure System; CRS, Control Room Su-
pervisor; DBMS, Database Management System; DCS, distributed control system; EWS, engineering workstation system; LDP, large display panel; MMIS, manemachine interface
system; NSSS, Nuclear Steam System Supplier; OIS, operator interface system; PAMI, Post Accident Monitoring Instrumentation; QIAS, Qualified Indication and Alarm System; QIAS-
P, Qualified Indication and Alarm System-PAMI; RO, Reactor Operator; SS, Shift Supervisor; STA, Shift Technical Advisor; TP, Trubine Operator; VDU, Visual Display Unit.
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controller only when it detects an alteration in the heartbeat of the
main controller [13].

2.2. Requirements of DCS networks related to failover

Communication networks can be defined by packet error rate,
response time, application performance, and bandwidth, or in
many other different ways. DCS communication networks have
design specifications that include requirements of automatic
transfer, response time, processor performance, and network
bandwidth under the worst conditions (Table 1). Response time is
the major element of network performance criteria.

2.2.1. Automatic transfer to redundant communication network
Redundant networks automatically and continuously check for

operability. The failure of the primary network results in failover to
the secondary network, and the secondary network continues to
perform data communications. If one of the redundant communi-
cation networks fails, notifications should occur without inter-
ruption of communication or system performance degradation.
Transfer to the secondary communication network is to be auto-
matic, without disturbing system operation. The correctness of
automatic transfer can be validated by examining the information,
functions, and internal errors of the DCS.

2.2.2. Response time requirements
Response time is defined as the time from sending a request to

receiving a message completely. It is often used to characterize the
performance of a network.

Response time ¼ T_response � T_request

Response time can be checked using response time test equip-
ment, precision chronometer, or packet timestamp. Response time
differs depending on how fast the system requires a response. In-
dividual response times are combined to define overall response
time, which must be within the requirements defined for the sys-
tem [14].

A DCS exhibits response times that do not adversely impact the
operation of plant equipment nor impede operator responses to
events. The response time is the time lag between the input and the
output signal, including the loop time, transmission time, and up-
date time under worst-case communication conditions. According
to system requirements, the response time for fast control loops is
<0.25 seconds and for alarms on information display system it is
<2.5 seconds.

2.2.3. Processor performance
DCS controllers are microprocessor-based electronic modules

that interface with system communication networks. The con-
trollers continue to perform their functional requirements suc-
cessfully under the maximum expected loading conditions. One
example of a processor requirement is that all controllers are not
to be loaded >60%, with 40% idle time under worst-case

conditions and 40% spare memory after performance tests. The
load of DCS processors shall be <60% under the most stressful
anticipated operating conditions, including 25% capacity for
future expansion.

2.2.4. Network traffic
Data communication networks shall be designed with sufficient

performance margins to perform under conditions of maximum
stress. Loading shall be based on plant transients and events that
cause the highest transmission, such as plant data, failures, oper-
ator actions, etc. Data communication networks have approxi-
mately 40% additional capacity: 10% for the uncertainty of stressing
the hardware to its limit and 30% for system expansion accom-
modation. For a DCS communication network, the communication
system shall be designed and operated with a load not more than
15e60%; this is done to ensure that cyclical and noncyclical data
transmit reliably and to meet the response time requirement in the
case of using 20e40% capacity for future expansion under theworst
conditions.

3. Proposed verification methodology for redundant network
failover

3.1. Conventional verification for network failover

The performance of DCS redundant communication networks is
verified by tests to show reliable performance under the worst
anticipated conditions. One of the worst unanticipated cases in DCS
communication networks is failover from redundant networks.
Engineers must check the stability of equipment during network
failover. The first things to be checked are the information, func-
tions, and internal errors of the DCS during automatic transfer.
When delayed information, malfunction, and internal errors occur,
the DCS generates events or alarms. Burst traffic, packet error rate,
resource usage, response time, and network independence during
network failover from redundant networks are verified in the
design and manufacturing phases, but not fully verified in the
installation and commissioning phases.

3.2. Verification method for network failover

There is a need to enhance network verification methodology
for network failover and quantify the communication margin dur-
ing network failover. To quantify the effects of network failover in
DCS redundant communication, packets Protocol Data Unit (PDU)
were captured and the resource usage of the system was moni-
tored. Verification tests were conducted to identify potential risks
and failover effects based on a specified range of inspection periods
for redundant networks (Table 2).

Table 1
Failover requirements in DCS networks.

Item Requirement Condition

Transfer Automatic transfer No disturbing system operation
Response time 0.001e2.5 sec Worst communication situation
Processor usage Less than 35e60% Most stressed anticipated

operating conditions
Network traffic Less than 15e60% Worst conditions

DCS, distributed control system.

Table 2
Proposed verification method for DCS network failover.

Item Requirement Verification method

Transfer No disturbing the
system operation

Checking function and errors

Independence No interfering with
other network

Identifying network packets

Response time 0.001e2.5 sec Monitoring packet timestamps etc.
Processor usage Less than 35e60% CPU trends using task manager
Memory usage Less than 40e60% Memory trends using task manager
Network traffic Less than 15e60% Network traffic with network

analyzer

CPU, central processing unit; DCS, distributed control system.
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3.3. Proposed verification methodology for network failover

This study proposes a verification methodology for network
failover by field tests. The verification methodology consists of four
tests: analyzing the packets, checking packet error and loss rates,
monitoring resources, and evaluating response time (Fig. 2).

Transmission time can be delayed by packet errors and losses, or
by network traffic if that traffic is higher than the communication
bandwidth limits; thus, port mirroring is used on a network switch
to send copies of network packets seen on one switch port to a
network monitoring connection on another switch port. This
method is used to monitor network traffic, analyze the packets,
check packet error and loss rates, and evaluate network indepen-
dence. A packet analyzer also provides detailed information about
the packet errors and losses.

Monitoring of processor and memory usage can be accom-
plished by the system monitor. Processor and memory usage that
exceeds requirements has a significant influence on the response
time of a DCS system. A system monitor is a hardware or software
component used to monitor resources and performance, such as
central processing unit usage and memory usage.

Response time can be checked using response time test equip-
ment, precision chronometer, or packet timestamps. Response time
is the total amount of time taken to respond to a request for service.
As the DCS becomes busier, the response time increases.

4. Failover verification test results for redundant DCS
networks

When verifying network failover of DCS redundant communi-
cation networks, it is necessary to analyze the network traffic,
packet loss and error rates, DCS resource usage, and response time.
There was no delayed or corrupt information, degraded function-
ality, and internal DCS errors during automatic transfer.

4.1. Network traffic

Generally, when testing the network traffic of network failover,
it is necessary to first capture the packets where there is the largest
traffic and also to select equipment that is most sensitive to sudden
traffic change. A network analyzer can be themost effective piece of
equipment for capturing packets. A network analyzer monitors and
captures all ports in a network switch and is mainly connected to
the spare port of a network switch (port mirroring) in a DCS
redundant network (Fig. 3). The test conditions in Fig. 3 simulate
the failure of one redundant network when all equipment,
including communication devices, is operating normally. The po-
wer of the root switch is forcibly turned off to simulate the root
switch failure.

Burstiness is a commonly used measure of how infrequently a
source sends traffic. A source that infrequently sends traffic is said
to be very bursty. Burstiness is defined as the ratio of the peak to the
average rate of traffic based on a specific sampling period for the
data.

Burstiness ¼ peak rate
average rate

A traffic test of network failover was conducted for the DCS
redundant networks. A network analyzer was connected to the root
switch through which most packets were passing. Packets of the
secondary network were captured as soon as the primary network
failed. Despite the increase of network traffic, the overall traffic was
less than the data communication bandwidth limits of 60%
(60 Mbps) of the DCS networks (Fig. 4).

Burstiness of network failover ¼ 39:40 Mbps
15:61 Mbps

¼ 2:52

Fig. 2. Test verification methodology for network failover.
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4.2. Resources usage of DCS

A DCS is a control system in which control elements are
distributed throughout the plant. In a DCS, a hierarchy of control-
lers, servers, operator interface systems (OISs), and engineering
workstation systems (EWSs) are connected by communication
networks for command and monitoring. Therefore, it is very diffi-
cult to check the resource usage of each controller, server, OIS, and
EWS in the brief span of the network failover function.

There is an alternative method to monitor DCS resource usage
by simulating network failover conditions. Network failover con-
ditions can be simulated by generating packets to networks. A
network analyzer helps inject the packets into the DCS networks
(Fig. 5). The size of the injected packets should be the average
length of the packets captured, and the simulated network traffic
should be the peak rate (i.e., 39.40 Mbps) of failover during the
network traffic test.

The processor and memory usage of DCS controllers, servers,
OISs, and EWSs was checked to meet performance requirements
while generating network traffic to DCS networks. Processor and

memory usage can be monitored using the task manager, which
provides information on the running of the DCS. Tables 3 and 4
show the processor and memory usage of controllers, Main Data-
base (MDB) servers, OISs, and EWSs when network traffic is
inflicted DCS networks. The identified process controllers, servers,
OISs, and EWSs continued to perform their functions and were
loaded to levels lower than the maximum levels under network
failover conditions.

4.3. Packet loss and error rate

Packets can be lost; this process includes both failures to
receive an uncorrupted packet and failures to acknowledge the
receipt of a packet. Packets can be corrupted due to errors in
communication processors and errors introduced in buffer in-
terfaces, in the transmission media, or from the interface. Packets
can be delayed beyond their permitted arrival time window,
including through errors in the transmission medium, congested
transmission lines, faulty interface devices, or delays in sending
buffered packets [15].

Fig. 4. Network traffic test for network failover.

Fig. 3. Packet capture method for network failover. I&C, instrumentation and control.
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The increment of packet error or loss can cause the delay of DCS
signals. Packet error or loss can generate retransmission of a packet
in the Transmission Control Protocol/Internet Protocol, and the
retransmission can cause a delay in the response time of DCS. The

tolerance limits for packet error or loss rate can be identified
through response timemeasurement. Packet errors or losses can be
monitored by port mirroring at network switches using a network
analyzer. A managed network switch also provides packet error

Table 3
Processor usage of controllers, MDB server, OIS, and EWS generating traffic to DCS networks.

Traffic Controller A Controller B Main DB server OIS EWS

Requirement Less than 60% Less than 60% No requirement No requirement No requirement
Average rate (15.61 Mbps) 24% 31% 6.4% 13% 12%
Average rateþ 10 Mbps 28% 36% 6.8% 14% 13%
Average rateþ 20 Mbps 33% 42% 6.9% 14% 13%
Average rateþ 23.79 Mbps (network failover condition) 34% 43% 7.0% 14% 13%
Average rateþ 30 Mbps (for the reference) 37% 44% 7.1% 14% 13%
Average rateþ 40 Mbps (for the reference) 39% 54% 7.4% 14% 13%

DB, Database; DCS, distributed control system; EWS, engineering workstation system; MDB, Main Database; OIS, operator interface system.

Table 4
Memory usage of controllers, MDB server, OIS, and EWS generating traffic to DCS networks.

Traffic Controller A Controller B Main DB server OIS EWS

Requirement Less than 60% Less than 60% No requirement No requirement No requirement
Average rate (15.61 Mbps) 22% 24% 39% 26% 25%
Average rateþ 23.79 Mbps (network failover condition) 22% 24% 39% 26% 25%
Average rateþ 30 Mbps (for the reference) 22% 24% 39% 26% 25%

DB, Database; DCS, distributed control system; EWS, engineering workstation system; MDB, Main Database; OIS, operator interface system.

Fig. 5. Traffic generating test for DCS networks. DCS, distributed control system; IP, Internet Protocol; MTU, Maximum Transmission Unit; QOS, Qaulity of Service; TOS, Type of
Service; TTL, Time to Live.

Fig. 6. Packet error and loss rates. (A) Trend and (B) detailed information of packet losses and errors. TCP, Transmission Control Protocol; UDP, User Datagram Protocol.
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information on error type. Each port of a managed network switch
can separately display an error counter, and this gives the engineer
the ability to see what kinds of errors are going over ports.

Packet error and loss rates were accumulated at fan-out
(application), root (distribution), and core switches. The highest
rates recorded were 0.9% for packet error rate caused by out-of-
order segment and duplicate to the ACKs, and 2.1% for packet loss
rate at a root switch during network failover (Fig. 6). Packet error
and loss rates can affect DCS response times for hundreds of mil-
liseconds, but can be ignored in terms of meeting the response time
requirements, as shown in Table 1.

5. Conclusions

Unplanned failover of DCS networks is an important factor in
determining the reliability of data transmission. Data communica-
tion bandwidth, processor performance, packet loss, and error rates
during network failover from redundant networks can be causes of
data delay or transient transmission stoppage. Network failover
was verified to meet communication-related requirements during
the design and manufacturing phases. However, integrity tests of
DCS redundant networks have not yet been fully verified because
not all relevant subsystems and equipment were completely
installed in the target environment during these phases.

In this study, network verification tests and a methodology for
network failover were developed; verification tests for DCS net-
works were carried out during the installation and commis-
sioning phases. Network traffic increased 2.52 times and
processor usage of controllers generally increased 13% at an
additional 30% traffic, but all values remained under the specified
requirements. When the response time test was conducted using
Transmission Control Protocol transaction packets, packets also
arrived within the specified response time, despite a 2.1% packet
loss rate.

This study is expected to provide verification tests and meth-
odology that can ensure the effects of network failover. When
applying failover verification to new DCS redundant networks, this
method maintains high reliability of DCS redundant networks in
digitalized nuclear power plants.
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