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Abstract 
Effective identification of wireless channel in different scenarios or regions can solve the problems of 
multipath interference in process of wireless communication. In this paper, different characteristics of 
wireless channel are extracted based on the arrival time and received signal strength, such as the number of 
multipath, time delay and delay spread, to establish the feature vector set of wireless channel which is used to 
train backpropagation (BP) neural network to identify different wireless channels. Experimental results show 
that the proposed algorithm can accurately identify different wireless channels, and the accuracy can reach 
97.59%. 
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1. Introduction 

Wireless communication industry is an important communication mode, which has a huge impact 
on human life and society. In typical wireless channel, transmission of electromagnetic waves consists 
of different kinds of paths due to reflection and diffraction of signals. The multipath channel reduces 
the quality of received signal and causes multipath interference seriously, so an effective wireless 
channel identification algorithm is required to solve this problem. 

The main innovative part of this paper is the feature extraction of wireless channel in different 
scenarios, and the establishment of character vector sets to represent the wireless channel. Actually, the 
number of multipath, time delay and received signals strength (RSS) of different wireless channels are 
likely to be different, and may exist certain rules. There have been some relevant studies, for example, 
several statistical features of RSS time series are exploited to identify and mitigate non-line-of-sight [1]. 
Li et al. [2] proposed a novel conception called demodulation-free protocol identification which only 
employed the features of physical layer samples, but the research about feature extraction of wireless 
channel is poor. 

The second innovative part of this paper is using machine learning algorithm to identify wireless 
channel. Machine learning is an intercrossed subject which is widely used in many fields. For example, 

※ This is an Open Access article distributed under the terms of the Creative Commons Attribution Non-Commercial License (http://creativecommons.org/licenses/by-nc/3.0/) which 

permits unrestricted non-commercial use, distribution, and reproduction in any medium, provided the original work is properly cited. 

Manuscript received April 1, 2016; accepted October 7, 2016. 
Corresponding Author: Dengao Li (lidengao@tyut.edu.cn) 
* College of Information Engineering, Taiyuan University of Technology, Taiyuan, China (lidengao@tyut.edu.cn, wugang0627@163.com, 

zhaojumin@tyut.edu.cn, {312417200, 576229258}@qq.com) 

J Inf Process Syst, Vol.13, No.1, pp.141~151, February 2017 ISSN 1976-913X (Print) 
https://doi.org/10.3745/JIPS.03.0063 ISSN 2092-805X (Electronic) 



Wireless Channel Identification Algorithm Based on Feature Extraction and BP Neural Network 

 

142 | J Inf Process Syst, Vol.13, No.1, pp.141~151, February 2017 

Pattanayak et al. [3] proposed an artificial neural network model for spectrum sensing in TV band 
specifically for detecting the presence of audio signals. Some machine-learning algorithms are used to 
identify wireless MAC technologies [4]. Although machine learning algorithms are widely used, there is 
not enough study about wireless communication. 

In this paper, a wireless channel identification algorithm based on feature extraction and 
backpropagation (BP) neural network (NN) is proposed. Wireless channel is modeled by discrete linear 
system, and five indicators are selected to indicate wireless channel: the number of multipath, statistics 
of time delay, and delay spread, theoretical derivation. The calculation method of each characteristic 
parameter are presented respectively to construct a five-dimensional feature vector, which is used to 
train the BP NN until they are stable, so that different wireless channels can be identified effectively by 
the BP NN. This paper is organized as follows: in Section 2, the identification algorithm is introduced in 
details from two aspects, feature extraction and classification identification. In Section 3, the details of 
experiments and validity analysis of the algorithm based on measured data are described. Finally, some 
conclusions and remarks are given. 

 
 

2. Wireless Channel Identification Algorithm 

In this section, the algorithm is introduced from two parts: feature extraction and identification of 
wireless channel based on BP NN. In the first part, selection of five characteristic parameters and 
rigorous calculation of each parameter are given out respectively. In the second part, the identification 
process of wireless channel based on BP NN is described. The flow chart about the algorithm is shown 
in Fig. 1. 

 

 
Fig. 1. Flow chart of the wireless channel identification algorithm. 

 

2.1 Feature Extraction of Wireless Channel 
 

In this paper, the characteristic parameters of wireless channel are selected and calculated according 
to the precision experiments results based on measured data, and the details about the experiments will 
be described in Section 3. In this paper, discrete linear system is used to model wireless channel, and the 
received signal is the unit sequence response of the system. In order to improve the quality of 
communication, filters are usually added to senders and receivers respectively, and the effect of filters 
can be represented by ݃[݉] equivalently, In addition, there is plural white Gaussian noise ݑ[݇, ݊] in 
actual wireless channel, so the actual received signal at different time and the corresponding wireless 
channel model can be given respectively by 
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,݇]ݎ ݊] = ∑ ℎ[݇ −݉, ݊] ∙ ݃[݉]ெିଵ௠ୀ଴ + ,݉]ݑ ݊], ݇ = 0,1,⋯ , ܭ − 1, ݊ = 0,1,⋯ܰ − 1           (1) 
 ℎ[݇, ݊] = ∑ ℎ௟[݊] ∙ ݇)ߜ − ߬௟[݊])௅ିଵ௟ୀ଴                                                   (2) 

 
where n represents the test moment, the sum is N. k represents the sample identification of discrete 
signal, the sum is K. L is the total number of path. ℎଵ[݊]	denotes the channel coefficients. ݎଵ[݊] is the 
number of delayed sample points. ݑ[݇, ݊] is plural white Gaussian noise. ݎ[݇, ݊] is a binary function 
denoting the actual received signal. M is the length of filter ݃[݉]. Fig. 2 shows the schematic diagram of 
wireless channel at different time which shows the correlation of sample n and sampling point k. 
 

 
Fig. 2. Schematic diagram of wireless channel. 
 

As shown in Fig. 2, the number of multipath, time delay and coefficient value are likely to change, 
and the rules can be summarized as follows. 

During wireless communication, when the environment changes, the multipath number will change 
accordingly because of the transformation of propagation path, so the multipath number N can be 
selected as a characteristic parameter of  wireless channel. 

Multipath time delay of different channels is different because the propagation distance of 
electromagnetic waves along each path is different, which contains scenes characteristics, so the 
statistics of time delays (average ߬̅, variance ߪ௥) can be selected as two characteristic parameters [5]. 

During wireless communication, the phenomenon that the width of received signal pulse is extended 
by multipath effect is called delay spread. It is caused by the reflection and scattering of propagation 
paths, which can represent the degree of multipath delay, so the delay spread (average delay v, mean 
square delay spread z) can be used as two characteristic parameters of wireless channel [6]. 

In conclusion, five characteristic parameters are selected to extract features of wireless channel, and 
the feature vector is shown as 

ܭ  = [ܰ, ߬̅, ,ఛߪ ,ݒ ்[ݖ                                                                       (3) 
 
In this paper, the multipath number N is obtained by 
 ܰ = ∑ ܰ(݇)௄௞ୀଵ = ∑ ா(௞)௉ೝ(௞)௄௞ୀଵ                                                        (4) 

 
where ܰ[݇] is the number of arrived multipath signal. ௥ܲ(݇) is the energy of arrival signals of one single 

channel. ܧ(݇) is the RSS of the multipath signals which is calculated by 
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(݇)ܧ = ,݊)ݎ| ݇)|ଶ                                                                (5) 
 
On the other hand, ௥ܲ(݇) is computed by free path propagation loss model [7] by 
 

௥ܲ(݇) = ܲ × ൜ ඥீ೟ఊସగௗ(௞)ൠଶ                                                            (6) 

 
where the transmitting power P, antenna gain ܩ௧ and signal wavelength ߛ are usually set to constant, 
and the length of multipath signal path ݀(݇) is decided by the arrival time ݐ௞ of the multipath signal 
arrived, as shown by 

 ݀(݇) =  ௞                                                                      (7)ݐܿ
 
The computational formula of the multipath number N can be obtained according to (4)–(7), as 

shown by 
 ܰ = ∑ ߙ ∙ ,݊)ݎ|௞ଶݐ ݇)|ଶ௄௞ୀଵ                                                               (8) 

 

where ߙ is a constant, ߙ = ଵ଺గమ௖మ௉ீ೟ఊమ . 

 
In this paper, the arrival time of the received signal is used to obtain the time delay of each wireless 

channel, so the sample intervals of the experiment must be small enough which is set to 65 ns in the 
experiment to meet the requirement. We recorded the module values of received signal and the 
corresponding arrival time, as shown in Fig. 3. 

 

 
Fig. 3. Relationship between the module value of arrival signal and the arrival time. 

 
As shown in Fig. 3, the high correlativity between the module value of arrival signal and the arrival 

time can be confirmed, so the mean and variance of multipath time delay can be calculated by the mean 
and variance  of  the received signal module value [8], as shown by 

 ߬̅ = ଵ௄ ∑ ,݊)ݎ| ݇)|௄௞ୀଵ                                                                 (9) 
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ఛߪ = ଵ௄ ∑ ,݊)ݎ|) ݇) − ߬̅|)ଶ௄௞ୀଵ                                                        (10) 
 
In wireless channel, delay spread is an important indicator of channel quality and is defined as the 

difference between maximum and minimum transmission delay. It is a statistical description about the 
delay characteristics of multipath channel [9]. Considering the experiment result, two parameters about 
delay spread are selected to indicate wireless channel (average delay v, mean square delay spread z), 
which are calculated by 

ݒ  = ׬ ே଴ݐ݀(ݐ)ܧݐ                                                                         (11) 
 

ݖ  = 	ට׬ ݐ݀(ݐ)ܧଶݐ − ଶே଴ݒ                                                                (12) 

 
where (ݐ)ܧ is normalization envelope curve of received signal, a spectrum of time delay constituted by 
signal with different time delays. 

 

2.2 Identification of Wireless Channel Based on BP NN 
 

BP NN is a classical machine learning algorithm for classification and identification. In this paper, a 
basic three layers BP NN with an implicit layer is constructed and trained firstly. 

According to the process of feature extraction, five-dimensional feature vectors are the input of the 
BP NN, so the number of input neutral node is five, defined as ܫ௜(݅ = 1,2,3,4,5), and the hidden layer 
neuron node is six, defined as ℎ௜(݆ = 1,2,3,4,5,6). In our experiment, the measured data comes from 
three wireless channels, so the number of output neutral node is three, defined as ܱ௞(݇ = 1,2,3). The 
weight of connection from the input neurons to the hidden layer neurons is ௜ܸ௝, and the weight of 
connection from the hidden layer neurons to the output neurons is ௝ܹ௞. The topological structure of 
three layers BP NN is shown in Fig. 4. 

 

 
 
Fig. 4. The topological structure of three layers BP NN. 
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As shown in Fig. 4, the number of input neuron of the BP NN is five, the input activation vector is ܫ = ,ଵܫ] ,ଶܫ … , [ହܫ , the number of hidden neuron is six, the hidden activation vector is ܪ = …,ଶܪ,ଵܪ] ,  ଺], and the activation function is ଵ݂. The number of output neuron is three, so theܪ
output activation vector is ܱ = [ ଵܱ, ܱଶ, ܱଷ], and the activation function is ଶ݂, the target vector is  ܶ = ,ଵݐ] ,ଶݐ  .ଷ]. The training steps of the BP NN are as followsݐ

 
 The output vector of the hidden layer is calculated according to the input layer activation vector, 

which is used as the input vector of the output layer to calculate the output vector, to calculate the 
network error, the specific process is as follows: 
The output of neuron j of hidden layer is shown by 

 ℎ௝ = ଵ݂ ∙ ∑ ( ௜ܸ௝ܫ௜ + ܾଵ௝)௡௜ୀଵ , ݆ = 1,2,⋯ ,6                                              (13) 
  

where  ܾଵ௝  denotes the error of  neurons. The output of neuron k of output layer is shown by 
 ܱ௞ = ଶ݂ ∙ ∑ ൫ ௝ܹ௞ℎ௝ + ܾଶ௞൯௟௝ୀଵ , k = 1,2,3                                             (14) 
 

The error function is defined by 
,ܹܸ)ܧ  ܾ) = ଵଶ∑ ௞ݐ) − ܱ௞)ଶଷ௞ୀଵ                                                           (15) 
 
 If the error exceeds the expected error, the error backpropagation, and the weight is changed by 

gradient descent method: the change from the input of hidden neuron j to the output weight k is 
calculated as follows: 

 ∆ ௝ܹ௞ = ߤ− డாడௐೕೖ = ߤ− డாడைೖ ∙ డைೖడௐೕೖ = ௞ݐ)ߤ − ܱ௞) ∙ ଶ݂ᇱ ∙ ℎ௝ = ௝௞ߜߤ ∙ ℎ௝                         (16) 

  
where ݆݇ߜ = ݇ݐ) − ܱ݇) ∙ ݂2′ ∙ ܹ݆݇ ∙ ݂1′  .is learning rate  ߤ ,

 ∆ܾଶ௞ = ߤ− డாడ௕మೖ = ߤ− డாడைೖ ∙ డைೖడ௕మೖ = ௞ݐ)ߤ − ܱ௞) ∙ ଶ݂ᇱ =  ௝௞                                (17)ߜߤ

  
Similarly, the weight changes from the input neuron i to neuron j is calculated as follows: 

 ∆ ௜ܸ௝ = ߤ− డாడ௏೔ೕ = ߤ− డாడைೖ ∙ డைೖడ௛ೕ ∙ డ௛ೕడ௏೔ೕ = ௞ݐ)ߤ − ܱ௞) ∙ ଶ݂ᇱ ∙ ௝ܹ௞ ∙ ଵ݂ᇱ ∙ ௜ݔ = ௝௞ߜߤ ∙  ௜              (18)ܫ

 
Similarly, 	∆ܾଵ௝ = ߤ− డாడ௕భೕ =  .௜௝ߜߤ

 
 Weight adjustment: 
 ௜ܸ௝(ݐ + 1) = ௜ܸ௝(ݐ) + ∆ ௜ܸ௝                                                               (19) 

 ௝ܹ௞(ݐ + 1) = ௝ܹ௞(ݐ) + ∆ ௝ܹ௞                                                            (20) 
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 Threshold adjustment: 
 ܾଵ௝(ݐ + 1) = ܾଵ௝(ݐ) + ∆ܾଵ௝                                                               (21) 

 ܾଶ௞(ݐ + 1) = ܾଶ௞(ݐ) + ∆ܾଶ௞                                                              (22) 
  
 The square sum of the error is calculated and adjusted again and again until all the samples are 

learned and trained. 
 
Following above five steps, the BP NN is trained to be stable, and the input unknown scene could be 

identified according to Fig. 1. 
 
 

3. Experiments and Results Analysis 

3.1 Data Description and Processing Strategy 
 

In our experiment, three different types of wireless channel from three different communication 
scenarios are selected. When gathering data, 7,500 samples are collected of each channel, the interval of 
adjacent sample is 2/15 ms, and a total of 22,500 samples are obtained, and the number of sampling 
points of each sample is 100, so the interval of adjacent sampling point is 65 ns, that is to say, the arrival 
time ݐ௞ can be calculated by k multiplied to 65 ns. 

 
3.2 Validity Analysis 
 

In order to verify the effectiveness of the proposed algorithm, the first 22,000 samples data in the 
22,500 samples are used as training sets, and the remaining 500 are used as test sets. The whole process 
is implemented in MATLAB according to Fig. 1, and the results are shown in Fig. 5. 

 

 
Fig. 5. Results of channel identification. 

 
As shown in Fig. 5, the horizontal axis is 500 samples, and the vertical axis is results of channel 

samples identification which is the output of the BP NN from MATLAB. A small amount of test 
samples are falsely identified which is red part of Fig. 5. 
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In order to show the validity of the algorithm deeply, three evaluating indicators are used: accuracy 
(AC), sensitivity (SE), and specificity (SP), they are defined by using true positives (TP), true negatives 
(TN), false positives (FP), and false negatives (FN) of the experiment results [10]. In this paper, AC is 
the ability of the algorithm to identify both known and unknown types of wireless channel correctly, so 
the computing method of AC is shown as 

ܥܣ  = ்௉்௉ାி௉ × 100%                                                                   (23)  

 

SE measures the ability of the algorithm to identify different wireless channel correctly, and the 
computing method of SE is shown as 

ܧܵ  = ்௉்௉ାிே × 100%                                                                   (24)  

 

SP measures the ability of the algorithm to reject channel of unknown type correctly, and the 
computing method of SP is shown as 

 ܵܲ = ்ே்ேାி௉ × 100%                                                                  (25)  

 

According to the test results of 500 samples in Fig. 5, TP, TN, FP, FN, AC, SE and SP of three 
different channel are calculated in Table 1. 

 

Table 1. Performance of the channel identification algorithm 

Channel 
Results 

AC (%) SE (%) SP (%) 
TP TN FP FN 

Channel1 157 331 4 5 97.52 96.91 98.81 

Channel2 163 325 5 3 97.02 98.19 98.48 

Channel3 168 320 3 4 98.24 97.67 99.07 

 

In order to analyze the effectiveness of the algorithm further, two kinds of machine learning 
algorithms, namely KNN and Naive Bayesian, are selected to replace the BP NN to do the contrast 
experiment [11], and the identification accuracy based on different times of cross validation about data 
set is compared, to prove that the BP NN algorithm can accomplish the task better, and the experiment 
results is shown in Fig. 6. 

As shown in Fig. 6, the KNN and Naive Bayesian algorithm can also get high accuracy, which is lower 
than BP NN, and the identification accuracy of BP NN and KNN tends to be equal with the times of 
cross validation about data set increases, this is due to while the times of cross validation about data set 
is bigger, the training effects of the machine learning algorithm is better, thus the identification 
accuracy is higher, but due to the existence of errors, the accuracy could not reach 100%. 
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Fig. 6. Identification accuracy based on different machine learning algorithm. 

 
 

4. Conclusions 

In this paper, according to the real data experiment, a wireless channel identification algorithm based 
on feature extraction and BP NN is proposed, which has been implemented in MATLAB to verify the 
validity. 

The contributions include: 1) The feature extraction of wireless channel is completed and a feature 
vector is constructed which is concise and effective; 2) BP NN is applied in the identification of wireless 
channel, providing a research foundation for the effective separation of multipath channel, which is an 
existing difficult problem due to its complex statistical properties. 

Future research can address the problems of low efficiency of the algorithm due to the training 
process of the machine learning algorithm. In addition, to improve the performance of wireless channel 
identification algorithm, the process of the feature extraction could be improved, some more effective 
and concise characteristic parameters should be found and the calculation of the parameters should be 
simplified. 
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