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Abstract – This paper presents a novel face recognition algorithm based on the deep convolution neural network and key point detection jointed local binary pattern methodology to enhance the accuracy of face recognition. We firstly propose the modified face key feature point location detection method to enhance the traditional localization algorithm to better pre-process the original face images. We put forward the grey information and the color information with combination of a composite model of local information. Then, we optimize the multi-layer network structure deep learning algorithm using the Fisher criterion as reference to adjust the network structure more accurately. Furthermore, we modify the local binary pattern texture description operator and combine it with the neural network to overcome drawbacks that deep neural network could not learn to face image and the local characteristics. Simulation results demonstrate that the proposed algorithm obtains stronger robustness and feasibility compared with the other state-of-the-art algorithms. The proposed algorithm also provides the novel paradigm for the application of deep learning in the field of face recognition which sets the milestone for further research.
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1. Introduction

Face recognition is one of the most important and crucial applications of image analysis and understanding which is also the human development of its biological characteristics and a great attempt. The so-called face recognition is to use features of computer analysis, video or image and extract the effective identification information, finally discriminant face the identity of the object. Role of face recognition explores various research issues and are used as practical applications include life-care systems, surveillance system, security system, face verification, patient monitoring systems and human gait recognition systems [1-5]. The face image has the very high dimension, but it may be in low-dimensional subspace or manifold. Therefore, domestic and foreign scholars put forward many subspace learning method to extract the core features of face image and uses nearest neighbor classifier and support vector machine to realize the recognition of the face image. Although these subspaces learning method has been successfully used in the field of the face recognition, however, in the face image affected by noise pollution or local with certain degree of shade, face recognition method based on subspace learning poor performance.

Study of face recognition algorithm has for many years and the common basic algorithms of face recognition can be divided into following categories. (1) Face recognition based on subspace analysis [6-7]. Subspace method is the basic idea of high-dimensional face image feature through compressed space transformed to low dimensional subspace identification. In face recognition based on linear space it is in fact the face image expression, posture, and in the light and other complex changes in the linear simplification, it is impossible to get a face full of description. (2) The methods based on geometric features [8]. Such recognition method first will face with a geometric feature vector, according to the hierarchical clustering by using the pattern recognition thought design classifier of face recognition. In this kind of recognition based on geometric features, identify it as the matching of the feature vector based on distance measure criterion of judgment is most commonly used identification method [9-11]. (3) Face recognition based on hidden Markov model. Face recognition method based on the HMM can allow facial expression change and rotation considerably and has the high recognition rate, but at the same time, the extracted features and training but needs large computation, the model parameters and thus get less application. (4) Face recognition based on the neural network. Artificial neural network was applied to face recognition an intuitive idea is to establish the neural network as each neuron corresponds to a pixel in image.
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Neural network in training is required when optimal parameters of multiple input, so the sample of the single face recognition problem is powerless [12]. (5) Face recognition based on the template matching. The basic idea of this kind of method is will face gray image as a template in database, and then by calculating the unknown samples and the normalized correlation between the known template for face recognition. Although template matching method is simple and intuitive, and the feature vector dimensions is usually face with image pixel number, therefore a large amount of calculation will be needed [13].

In vision-based technology, the depth cameras become focusing area for many researchers in different HCI fields [14-18]. Many studies have shown that, in order to be able to study high-level abstractions of complex functions to solve the target recognition, speech perception and the language understanding such as the artificial intelligence related tasks, we need to adopt deep learning technique. Deep learning architecture is composed of multilayer nonlinear computing unit, each lower output as the higher level of input that can learn from large number of input data and effective features, that many structural information contained in the input data is a kind of good method, extracted from the data can be used for classification, regression and specific problem in the information retrieval, etc. Current, some state-of-the-art research has introduces deep neural network model into the face analysis tasks. In [19], the convolutional deep belief networks are applied into face verification with the revise hierarchical representations. Study in high resolution image features, they use the convolution deep belief networks. In addition, the use of the global structure in an object class, they use local convolution restricted Boltzmann machine, a novel learning model of cyclotron, don't assume that using global stability of a character image while maintaining the scalability and robustness of small disturbance. In [20], the spatial pyramid pooling is introduced into the CNN to serve as visual recognition method. The new network structure, called SPP-net can generate a fixed-length representation regardless of image size and scale which will be beneficial for enhancing the recognition accuracy.

To enhance the traditional face recognition algorithms, we introduce the deep convolution neural network and key point detection jointed local binary pattern methodology based model in this paper. In the table one, we demonstrate the general accuracy of the recognition for traditional kinds of the approaches. The ‘Accuracy 1’ means the experiment without the noise influence whereas ‘Accuracy 2’ denotes the experiment under noisy condition. The rest of paper is organized as the follows. In the section 2 we show the core challenge of modern face recognition algorithms. In section 3, we describe the proposed algorithm for enhancing the basic accuracy of face recognition. In the section 4, we gives the simulation results and discussions on the propose model. In the section 5, we conclude our research and cast prospect for the future research.

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Accuracy1</th>
<th>Accuracy2</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subspace Analysis</td>
<td>77.5%</td>
<td>73.0%</td>
<td>[6][7]</td>
</tr>
<tr>
<td>Geometric Features</td>
<td>81.2%</td>
<td>79.1%</td>
<td>[8]</td>
</tr>
<tr>
<td>Hidden Markov</td>
<td>82.9%</td>
<td>79.3%</td>
<td>[21][22]</td>
</tr>
<tr>
<td>Neural Network</td>
<td>93.3%</td>
<td>91.7%</td>
<td>[12]</td>
</tr>
<tr>
<td>Template Matching</td>
<td>85.5%</td>
<td>83.1%</td>
<td>[13]</td>
</tr>
</tbody>
</table>

2. Challenges for Face Recognition

Face recognition is challenging interdisciplinary frontier, at present many of the methods is still in research stage, the recognition results from practical and the larger gap. In order to conduct further in-depth study of face recognition, we summed up the field of face recognition need or subject to solve key problems and challenges in this section.

2.1 Facial expression feature recognition

In face recognition, expression is problem that nots allow to ignore, because the expression changes directly affect the result of the face recognition. Using computer to realize the expression feature detection is difficult, this is because human face is a flexible body instead of rigid body which is very difficult to establish the accurate expression model. Facial expressions and the rich expression changes of subtle and complex, the abstract generalization of the characteristics of the expression change is difficult. Therefore, generally face recognition methods are based on expressionless face under the assumptions of implementation.

2.2 Light and attitude estimation problem

Light face detection and recognition is the key of a very important and difficult to solve the problem, at present a lot of recognition methods have different degree of dependence on the light conditions. Although we have put some specific solutions, on the whole, to the problem of lighting research is still relatively small as the lack of efficient and practical algorithm. Due to the diversity of facial gestures, under the natural state of human face image is not always positive, positive identification of a face image is just a kind of ideal state. In face recognition, we must consider posture change on the impact of the factor and attitude problem inevitable.

Face recognition application field expands unceasingly in recent years and many occasions require the identification based on a single face image. Overall, based on single view or the small sample attitude face recognition is current key problems needed to resolve as it directly affects the process of practical application of face recognition.

2.3 The establishment of feature fusion mechanism

Fusion technology is the use of the characteristics of the
multiple or more sensors on the complementarity and the information in time and space correlation in order to more comprehensive description of things. Integration can be on different levels in the different levels, and divided into two categories, redundant fusion and complementary fusion.

Existing face feature detection methods are effective they give face feature data from different sides, if we can really handle these characteristics for effective integration, which is an efficient way to improve the basic performance of face recognition we will achieve better accuracy. The efforts of fusion technology in the application of the face recognition with the combination of the whole and local facial feature recognition method, based on the structure of the human face recognition and fusion of different algorithms, based on the wavelet subgraph and the decision fusion of the face recognition. Information fusion theory in the application of pattern recognition such as some methods mentioned above to certain extent improves performance of face recognition, but we also need further research and improvement.

2.4 The time-varying characteristics

In face recognition, in addition to the light, gestures and expressions factors based on the time-varying factors also influence the important aspect of face recognition. Stay in practical applications, the recognition of face to face in the library faces has certain difference, but if we could change age factor applied to face recognition, the more maximum to eliminate its impact is also an important aspect of face recognition research. In general, with the facial recognition technology and method of refining, face recognition based on time-varying feature should be our practical research to an important concern.

2.5 The intensity and depth pixels problem

Image depth refers to the digits, storage for each pixel is used to measure color resolution of the image. Image depth of every pixel color images may be some color number, or to determine the gray image of each pixel gray series as the best as we can. It determines the color in the image can appear most color number or the maximum gray level in the gray image. Image content understanding depth estimation method is mainly through classifying every scene in the image block, and then for each category of scenery with respective applicable method to estimate the depth of their information [23-27].

3. Our Proposed Algorithm

This section describes the core principles of our proposed algorithm. Our model is composed of three primary parts denoted as key point detection, modified deep convolution neural network and the local binary pattern based feature. We introduce the face point detection method to serve as the pre-processing step as the start of this section.

3.1 The key points detection

Face key feature points location detection technology is a key technology of face information pre-treatment. Feature points precisely and quickly estimate in the face recognition, gesture and facial 3D image reconstruction and so on has a very important application. In the Fig. 1, we illustrate the example of the key point detection technique.

Traditional feature point localization algorithm is based on the local gray gradient model to search the feature points, so the image gray scale is more sensitive. We have put forward the grey information and color information, the combination of a composite model of the local information. The improved method has not completely abandon the gray information, because the face skin color does not have the unique and separate from the other object color background may contain class skin color pixels, adhesion may also in the areas such as the neck and face. So, we put forward the complex local information model that can effectively and accurately distinguish the false feature points, thus improve the feature point positioning accuracy and robustness.

For training on the shape of the vector for alignment after processing, we can use the method of principal component analysis to find out statistics and regularities of variation of the shape and also achieve the representation in transform domain. An arbitrary shape vector can be approximately expressed as following expression:

$$ x = \bar{x} + P_s b_s $$  \hspace{1cm} (1)

Where, the $\bar{x}$ represents the average shape, $P_s$ represents the maximum eigenvalue of covariance matrix of feature vector. The vector $b_s$ could be regarded as shape of a shape vector parameter which could be solved by the formula 2.
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First for each training image calibration feature points along with the normal direction we use the characteristic of the calibration point as the center to take a certain number of pixels, using the grey value to form the below vector.

\[ h_k = \left( h_{k_0}, ..., h_{k_{n-1}} \right)^T, \quad K = 1, 2, ..., n \]  

In the formula 3, the \( k \) represents the index of the images used from the training set and \( i \) denotes the index of feature selected. Through gray vector for derivatives and after the normalized processing, we get the following equations.

\[ p_{kk} = \frac{d_h}{\sum_{q=0}^{n-1} h_{k(q+1)} - h_{kq}}; \quad g_k = \frac{d_h}{\sum_{q=0}^{n-1} h_{k(q+1)} - h_{kq}} \]  

With the similar methods of extracting local gray-level information, in this paper, the partial skin based probability information is used. The difference is local skin probability model is trained in color image generated skin probability graph. We use the \( p_{kk} \) and \( g_k \) to form novel feature vectors as the formula 5. The weight is adopted to balance between the numerical differential as below.

\[ c_i = \left( g_k, p_{kk} \right) \]  

The characteristic of the gray level and the chromaticity information, better than the traditional local gray features that can correctly reflect characteristic point to distribution. Therefore, the improved algorithm has the better robustness. Finally, the composite characteristics of local gradient for statistical modeling and calculating mean and covariance matrix of training image results are shown as the follows.

\[ c_{i} = \frac{1}{N} \sum_{k=0}^{N} c_{ik} \quad \text{cov} = \frac{1}{N} \sum_{k=0}^{N} \left( c_{ik} - \bar{c} \right) \left( c_{ik} - \bar{c} \right)^T \]  

It can be thought of as a normalization composite local gradient eigenvector to satisfy the Gaussian distribution as a whole. Therefore the corresponding Mahalanobis distance could be calculated through the formula 7.

\[ d = \left( c_i - \bar{c} \right)^T \text{cov}^{-1} \left( c_i - \bar{c} \right) \]

The distance also reflects the candidate from probability of the feature points, in the process of feature point search can select probability value of the largest candidate as best match point. In the Fig. 2, we demonstrate the face key points adopted by our algorithm. In addition, we compare our method with the algorithms proposed in [28-30].

### 3.2 The modified deep convolution neural network

Deep learning concept originated in the study of artificial neural network, there is more than one hidden layer of the multilayer perceptron is a good example of deep learning model. Depth refers to the network for the neural network learning to get the number of the function of the nonlinear combination operation level. Deep learning has advantages compared with shallow learning, illustrates the necessity of introduction of deep learning.

The advantages of the deep neural network can be listed as follows. (1) In terms of information sharing, deep study the multiple levels of the extracted features can be reused in different similar tasks. (2) In terms of bionics angle, deep learning network structure is the best simulation of human brain cortex. It is the same as that of cerebral cortex and the deep learning of input data processing is layered as each layer of the neural network was used to extract the raw data characteristics of different levels. (3) As ability to express complex objective functions in network, shallow structure neural network sometimes cannot well realize the complex high-dimensional function. (4) In terms of computational complexity of the network structure, with the depth of \( k \) compact network structure to express a certain function, in the depth of less than the network structure to express the function of \( k \), it may need to increase the number of the exponential scale factor calculation, greatly increase the complexity of the calculation [31-34].

Depth of neural network is composed of multiple single nonlinear network stacks. The encoder to provide from the input to the implicit feature space of bottom-up mapping, the decoder is to rebuild results will be implied as close as
possible to the original input for the target feature mapping to the input space. Generally, the deep neural network could be categorized as the follows. (1) Feed-back deep networks. It is composed of multiple decoder layer overlay, such as deconvolution network and hierarchical sparse coding [35]. (2) Bi-directional deep networks. By superposition of the multiple encoder and decoder layers, each layer may be a separate coding or decoding process and may also contain both encoding process also includes the decoding process [36-37]. (3) Feed-forward deep networks. It is composed of the multiple encoder layer overlay, such as the multilayer perceptron [38-39].

Convolution neural network (CNN) is the first successful training multi-layer network structure learning algorithm as based on reconstruction error of input and output energy function through the forward and back propagation network connection weights of process optimization and adjustment made to minimize the overall energy function. The forward propagation uses weights in the sharing principle to reduce the number of weight training and reduce the complexity. Backward propagation is to label value and predicted cost function is minimum error as weights of fine-tuning. The convolution process is designed to the different convolution kernels can be extracted to the different characteristics, and through the weights of sharing to reduces the computation complexity. The sampling process is equivalent to the fuzzy filter that has the effect of secondary feature extraction to reduce the dimensions and at the same time it can increase the robustness of image feature extraction. In the Fig. 3, we illustrate the overall structure and inner organization of the modified deep convolution neural network.

Suppose that the sample sets of the obtained are shown as the following formula 8, cost of the most basic function of convolution neural network is shown as the formula 9.

\[
\{ (x^{(1)}, y^{(1)}), (x^{(2)}, y^{(2)}), \ldots, (x^{(m)}, y^{(m)}) \} \tag{8}
\]

\[
J(W, b) = \frac{1}{m} \sum_{i=1}^{m} \frac{1}{2} \left\| h_{\nu, b}(x^{(i)}) - y^{(i)} \right\|^2 \tag{9}
\]

In the formula 9, \( b \) represents the bias term, \( W \) denotes the connection parameters between each unit. \( h_{\nu, b}(x^{(i)}) \) is last layer neural network output. We use gradient descent method for objective function optimization as follows.

\[
b^{(l)} = b^{(l)} - \zeta \frac{\partial}{\partial b^{(l)}} J(W, b) \tag{10}
\]

\[
W^{(l)} = W^{(l)} - \zeta \frac{\partial}{\partial W^{(l)}} J(W, b) \tag{11}
\]

Where, the \( \zeta \) is learning ratio. In order to make algorithm more conducive to the classification, draw lessons from the thought of the Fisher criterion, we put forward based on the distance between the class and class.
of energy function. In the formula 12 and 13 we demonstrate the proposed method. The $R_1$ represents the similarity measure function in the class and the $R_2$ denotes the similarity measure function between the different classes.

$$R_1 = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{m} ||b_{x,y} \left(x^{(l,i)}\right) - M^{(i)}||^2$$

$$R_2 = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{m} \left|M^{(i)} - M^{(j)}\right|^2$$

In order to make deep learning classification algorithm characteristic of the each layer learn more conducive to join between classes within the constraints of energy function model, we revise the model into the expression 14.

$$J_{\text{Revised}} = R + \mu R_1 - \gamma R_2$$

Where the $R$ represents the cost function of the neural net, $J_{\text{Revised}}$ represents the overall cost function. Considering the error at the same time, make the samples in the class small spacing, spacing between the classes. In this way, when the cumulative values, it can make the weights of each layer is more advantageous to the classification of the direction of the adjustment, so that when sample size is less or training the less number of iterations get faster access to suitable for target classification.

### 3.3 The local binary pattern

The local binary pattern is a kind of texture description operator. The basic principle of the algorithm is selected as a threshold, the center of the image pixels by comparing the adjacent pixel gray value in the domain, through the binary code, the local texture feature of image is described using binary code. A picture of the two-dimensional face image texture feature by each pixel point in the image got by comparing with its neighborhood pixels, the coding approach is present as the formula 15.

$$f_i(x,y)_{p,h} = \sum_{p=0}^{P-1} s(g_p - g_c)^{2^p}$$

Where, the $g_c$ represents the center pixel, $g_p$ represents the uniform distribution of pixels with the center of $g_c$, and radius of the $R$. After local binary pattern code of the face image, the edge of bright spots, dark spots, such as feature model is portrayed, but distribution of these patterns cannot be expressed. In order to express spatial structure features of coding figure, we cut coding diagram into small pieces. Statistical histogram of each block, gets a face of sub image histogram feature, and connects the face image feature.

$$H_{i,j} = \sum_{x,y} I \left\{ f_i(x,y) = i \right\} \left\{ (x, y) \in \mathbb{R} \right\}$$

Due to the LBP texture feature with the gray translation invariance and rotation invariance, the advantages of simple calculation, it has been successfully applied to the texture classification, face recognition, image analysis, background modeling and other fields, presents superior performance. In the Fig. 4, we show the sample test.

### 3.4 The final face recognition algorithm

In the pixel level face feature as the depth of the neural network input, it can study the abstract nature of implied in face images, but due to the characteristics of the input is a vector form it cannot learn local structural characteristics of face image. Deep neural network combine prior knowledge can capture facial image of local information. The joint distribution for the current deep neural network can be expressed as the formula 17.

$$p\left(H, h^{(1)}, h^{(2)}, \ldots, h^{(l)}\right) =$$

$$p\left(H \mid h^{(1)}\right)p\left(h^{(2)} \mid h^{(1)}\right) \ldots p\left(h^{(l-1)} \mid h^{(l)}\right)$$

When a face image affected by uniform illumination and small rotation, due to the LBP texture characteristics has the strong robust, and by the depth of neural network learning to the abstract characteristics still have invariance. The core steps of the proposed methodology are shown as follows. (1) Using bilinear interpolation will test sample and training sample and use histogram equalization and normalization pre-processing procedures. (2) Treat training samples and testing samples block to extract LBP texture characteristics of each sub-block, connect the characteristics of each sub-block form the sample LBP texture feature. (3) Use training samples of the LBP texture feature as a visual depth neural network input layer, the depth of network training, step by step to obtain the optimal network parameters. (4) When the depth after the network training, we will test sample texture features as a visual input layer, using the optimized network from down to up in learning and to extract characteristics of test sample. Back in the top of the network are classified, obtain the test sample value, and then calculate the correct recognition rate for performance evaluation.
4. Experimental Result

4.1 The data sets and environment used for testing

In the testing and verification, we adopt the four famous face recognition data sets for analysis as follows. (1) AT&T data set [40]. (2) The Georgia Tech data set [41]. (3) The Honda/UCSD data set [42]. (4) MoBo data set [43].

Before the experiment, all of the face image through eyes positioning, calibration, shearing and normalized in the end. The experimental environment configuration is six physical machines equipped with 4 TB hard disk and 6 GB of RAM, and the simulation software is installed on Windows Win7 platform and Intel core i4 quad core 2.8 GHz.

4.2 The performance under different hidden layers

Depth of neural network to the input data classification accuracy depends on the bottom, multi-level effectiveness of learning. We first discuss with different number of the hidden unit cases in this paper, algorithm performance. The table two demonstrates the result. Training time is the sum of the unsupervised total time, in the process of the training and supervised classification time refers to the test samples, the total time refers to the sum of the training time and testing time. Inspired from the table one, we could conclude that with the increase of the number of hidden units, the depth of network can better express face image feature, but the training time of the network and classification time also will increase, the amount of calculation increases gradually, and the hardware demand increases.

4.3 The performance under different sample size

In face recognition, training sample is mainly provides the prototype for the entire identification process, the more

<table>
<thead>
<tr>
<th>Training Sample Size</th>
<th>PCA</th>
<th>SVM</th>
<th>NN</th>
<th>SRC</th>
<th>LBP</th>
<th>Tang [44]</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>80.9%</td>
<td>85.5%</td>
<td>88.7%</td>
<td>92.8%</td>
<td>95.5%</td>
<td>96.8%</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>82.9%</td>
<td>87.5%</td>
<td>90.1%</td>
<td>94.2%</td>
<td>97.6%</td>
<td>98.8%</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>84.9%</td>
<td>90.1%</td>
<td>92.8%</td>
<td>96.2%</td>
<td>99.6%</td>
<td>101.8%</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>86.9%</td>
<td>92.8%</td>
<td>95.5%</td>
<td>98.2%</td>
<td>101.8%</td>
<td>103.8%</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>88.8%</td>
<td>95.5%</td>
<td>98.2%</td>
<td>101.8%</td>
<td>104.8%</td>
<td>106.8%</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. The performance under different hidden layers for proposed algorithm
the more training sample is to extract the differences of the characteristics to predict the more testing phase. In the Table 4, we show the result with different sample size.

We could find when the training samples were increasing, relatively rich and category feature extracting algorithm of recognition rate soared, visible traditional algorithm under the condition of limit operations is poorer. Deep learning through unsupervised training provides good optimization after starting point for the network parameters with just a few have labeled training samples to the supervise training which can achieve good recognition effect.

4.4 The performance under different data sets

To explore the effectiveness of the algorithm in the limit conditions face recognition and universal, we use the four database data simulation respectively. The Table 5 illustrates the simulation result under evaluation parameter of overall accuracy rate. Under the optimal condition and the sufficient training time, our recognition accuracy could achieve 99.3%.

Table 5. The performance under different data sets

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>AT&amp;T</th>
<th>Georgia</th>
<th>UCSD</th>
<th>MoBo</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>40.5%</td>
<td>48.3%</td>
<td>42.5%</td>
<td>44.3%</td>
</tr>
<tr>
<td>SVM</td>
<td>51.5%</td>
<td>52.3%</td>
<td>55.8%</td>
<td>58.2%</td>
</tr>
<tr>
<td>NN</td>
<td>54.8%</td>
<td>56.9%</td>
<td>61.3%</td>
<td>55.2%</td>
</tr>
<tr>
<td>SRC</td>
<td>61.3%</td>
<td>63.5%</td>
<td>59.7%</td>
<td>66.3%</td>
</tr>
<tr>
<td>GMM</td>
<td>68.9%</td>
<td>69.2%</td>
<td>73.5%</td>
<td>76.6%</td>
</tr>
<tr>
<td>LBP</td>
<td>70.1%</td>
<td>74.3%</td>
<td>77.5%</td>
<td>79.9%</td>
</tr>
<tr>
<td>HMM</td>
<td>81.4%</td>
<td>88.5%</td>
<td>85.3%</td>
<td>90.2%</td>
</tr>
<tr>
<td>Tang [44]</td>
<td>89.7%</td>
<td>93.3%</td>
<td>91.4%</td>
<td>95.8%</td>
</tr>
<tr>
<td>Proposed</td>
<td>91.3%</td>
<td>94.7%</td>
<td>94.2%</td>
<td>97.4%</td>
</tr>
</tbody>
</table>

5. Conclusion

In this paper, a novel face recognition algorithm based on deep convolution neural network and key point detection jointed local binary pattern methodology is proposed. On the face library of experimental results show this algorithm can bottom up under the restricted condition of automatic extraction of facial image of effective characteristics. With the combination of the deep neural network and the local binary pattern, we overcome drawbacks that deep structure could not learn to face image and local characteristics. This algorithm in the pose illumination expression and sheltering comprehensive factors such as the restriction conditions has good recognition effect and optimal recognition accuracy of propose approach is 99.3%. We simulate our algorithm on the four famous face data sets compared with other methods that are state-of-the-art. The experiment results show the robustness and effectiveness of our method, our approach performs the best compared with the others simulated. In the future, we will apply our algorithm into more data sets to optimize the universality of our algorithm.
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