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Abstract 

In this paper, a robust text detection method based on edge enhanced contrasting extremal region (CER) is 

proposed using stroke width transform (SWT) and tensor voting. First, the edge enhanced CER extracts a 

number of covariant regions, which is a stable connected component from input images. Next, SWT is created 

by the distance map, which is used to eliminate non-text regions. Then, these candidate text regions are 

verified based on tensor voting, which uses the input center point in the previous step to compute curve 

salience values. Finally, the connected component grouping is applied to a cluster closed to characters.  The 

proposed method is evaluated with the ICDAR2003 and ICDAR2013 text detection competition datasets and 

the experiment results show high accuracy compared to previous methods. 
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 INTRODUCTION I.

 

Text detection in natural scene images is an initial 

and essential step for text understanding of image 

processing fields. Natural scene images can be taken 

from any environment, which introduces many 

challenges to the precise identification of text 

regions. Although a lot of methods have been 

published for text detection, it is still challenging to 

identify text in natural scene images. These 

problems are due to several issues, such as the 

variation of illumination changes, different font 

styles, sizes, colors, orientations, and low contrast 

as well as complex backgrounds. 

Text detection methods can be approximately 

classified into five main groups: texture based, edge 

based, connected component based, stroke based, 

learning based and others. Texture based 

approaches rely on the observation that 

characteristics of text areas, such as their texture or 

coefficient values in transformed domains, are 

different from those of non-text areas. These 

approaches [1, 2] can detect and localize texts 

exactly even when images are noisy but the 

computational time is very high and the accuracy 

depends on the direction of text arrangement. Edges 

are stable features for text detection in natural 

scenes [3, 4, 5]. An edge detector is used first, 

followed by morphological operations to obtain text 

regions from the background and false positives are 

removed. The major problem of edge based methods 

is that it is sensitive to illumination changes. 

Connected component (CC) based methods [6, 7] 

group small connected components into larger ones 

until all texts are detected in the input image. The 

non-text regions are eliminated based on heuristic 

rules or by classifiers. CC based approaches cannot 

segment text regions exactly without prior 

knowledge of the text position and scale. These 

methods have high processing time and non-text 

regions are hard to distinguish from text regions. In 

stroke based methods [8, 9], SWT uses robust 

features for text detection by analyzing strokes, 

which remain almost the same for a single character 

in natural scene images. Significant changes in 

stroke within non-text regions result in irregularity. 

Character stroke candidates are verified by feature 

extraction, extracted by segmentation, and collected 
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together by clustering. These approaches are easy 

to do in these specific applications but complex 

backgrounds make text strokes difficult to detect. 

 

  

(a)                  (b) 

Fig. 1. The results from Chen [15] and Toan [16]  

 

Learning based methods provide some features to 

train a classifier (SVM [10], Neural Network 

classifier or deep Convolutional Neural Network 

classifier [11, 12]). The results of these methods 

show high accuracy, however the disadvantages of 

learning based methods are with training huge 

images. These methods have very high processing 

time and it is hard to choose the best features for 

text areas. 

In MSER methods [13, 14], the MSER algorithm 

detects the best area detectors because of its 

robustness against scale, view point, and illumination 

changes. There are two types of MSERs, which are 

light regions on dark backgrounds and the dark 

regions on light backgrounds. They function by 

distinctly removing the mutual influence, but many 

background regions are also identified. MSERs can 

extract not only text regions but also non-text 

regions, which include uncertain regions. It is hard to 

clearly decide between text and non-text. Chen et al. 

[15] combined edge enhanced MSERs and SWT to 

detect small letters in original images with limited 

resolution. Candidate characters are clustered into 

lines and additional checks are implemented to 

remove false positives. However, this method did 

not have a robust way to remove non-text regions 

in the final step, which leaves too many false 

positives. Additionally, this method cannot handle 

complex backgrounds such as highlighting, 

illumination changes, which are shown in Fig. 1(a).  

Toan et al. [16] is the first paper that uses tensor 

voting for detecting text in natural images. Tensor 

voting is a very good approach for removing 

non-text regions. First, this method extracts the 

center point with vertical edge detection. Then, 

tensor voting extracts text line information by using 

the curve saliency value and the curve normal vector 

at each character, which is useful to eliminate non 

text regions. However, this method has some false 

positive and false negative text areas in many scene 

images. Moreover, as the only input to the tensor 

voting process, the centroids obtained from these 

connected components of edge maps in the initial 

step cannot cover all text regions in the image such 

as highlighting, shadow and blur. We can see this in 

Fig. 1(b), where text detection is illustrated by red 

rectangles. Since the publication of the original paper, 

there has been limited progress in this direction. 

We have several open challenges to solve for text 

detection. First, our method can handle several 

complex backgrounds such as highlighting, low 

contrast, blur, various text sizes and font texts. 

Second, edge enhanced CER is good for extracting 

candidate text areas in the initial step. Finally, tensor 

voting is very effective at eliminating non-text 

areas in the final process.  

In summary, we suggest a novel and robust method 

based on edge enhanced CER, SWT, and tensor 

voting for text detection. The contributions of our 

proposed method can be described as: 

 Firstly, edge enhanced CER is extracted from 

original images based on color information and 

edge information in natural scenes, where the 

foreground connected components are 

considered as text candidates.  

 In the stroke width filtering process, distance 

mapping is used to estimate values for the 

stroke width, which eliminates non-text areas.  

 We next take the center point of each candidate 

text region as a token that corresponds to a 

point or curve segment. This is an important 

step in the process. The curve saliency value in 

a text area is a larger value than that in 

non-text area. Therefore, we know the text 

location and can eliminate non-text regions 

exactly.  

 Finally, grouped connected components of the 

candidate text areas are combined according to 

the text line information.  The outline for our 

method is shown in Fig. 2. 

This paper is organized as follows: section 2 

describes the proposed method. Section 3 details the 

experimental method. Finally, our paper is concluded 

in section 4. 

 

 PROPOSED METHOD II.

In this paper, we will present more details of our 



approach in the following steps. Each step will be 

described clearly to present the key ideas behind our 

solutions for complex background images. Given an 

input image, edge enhanced CER are efficiently 

extracted from the image, finding regions of similar 

intensities. Characters in most languages have 

similar stroke widths and the stroke widths of 

characters have low variation. The center points of 

these candidate text regions are typically close 

together and are mostly aligned on a line or a smooth 

curve. Thus, the curve saliency of an input token 

corresponding to a center point for a non-text area 

has lower curve saliency than that of a token in a text 

area. Thanks to edge enhanced CER, SWT, and 

tensor voting, the proposed method can effectively 

identify text areas in complex background images. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. The overview of our method 

 

2.1 Edge enhanced CER detection 

 

CER is used as the connected component 

generation method in our system to extract better 

candidate text regions than MSERs. MSER is a 

connected component for a suitable threshold image 

[17]. The word “extremal” refers to the property of 

all pixels inside the MSER which have either higher 

(bright extremal areas) or lower (dark extremal 

areas) intensity than the pixels on the boundary of 

the regions. Since text typically has a different 

background and relatively uniform color or intensity, 

MSER is a viable choice for detection [15]. It works 

well on images containing uniform regions with 

individual boundaries, however it is sensitive to 

image blur. We can see in Fig. 3(b) that MSER is not 

good with complex background images (blur, 

shadow, and low contrast). Several characters are 

overlapped and shapes also change, therefore it is 

difficult to identify text regions. To solve this 

problem, we need to use edge information to 

enhance the extracted CER. 

 

 (a) 

 

 (b) 

 

 (c) 

 

 (d) 

Fig. 3. (a) Original image, (b) binary image of 

MSER detection, (c) Edge detection, (d) Edge 

enhanced CERs detection 

 

CER step, these characters are very clean and 

separate from each other. Fig.3(d) demonstrates the 

edge enhanced CER binary image, which provides an 

improved representation of the text where distinct 

characters are separated. 

 

2.2 Text region filtering 

 

In addition to text regions, non-text regions are 

also detected by edge enhanced CER, which will be 

removed. These connected components are defined 

as sets of connected region pixels from the binary 

image in the initial step. Some connected 

components of non-text areas are rejected due to 

weak heuristic rules based on geometrical 

properties (aspect ratio, area, height, width) as in 

equation (1). The connected components in region R 

that do not satisfy one of the following conditions are 

eliminated. Hr and Wr represent the height and width 

of region R respectively. Let us indicate W and H as 

the width and height of the original image. The text 

regions-filtered image is shown in the Fig. 4(d). 
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2.3. Stroke width transform 

 

The SWT calculates the width of the most likely 

stroke covering each pixel. We can define a stroke 

as connecting part of an image with an approximately 
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constant width value [9]. 

 

  
(a)                   (b) 

  
(c)                       (d) 

Fig.4. Edge enhanced CER detected process. (a) 

Original image, (b) MSER detection, (c) binary 

image of edge enhanced CER detection, (d) Text 

regions-filtered image 

 

Text candidate regions are variations in the stroke 

width of images. Characters have similar stroke 

widths or thickness in most languages. Therefore, 

non-text regions can be removed where stroke 

width show too much variation as in equation (4) 

with 
SWT

T  = 0.45. In many cases, we cannot 

eliminate non-text regions because they have 

constant width, which represent the same characters. 

Therefore, we need to use tensor voting to identify 

text and non-text regions. This approach works 

well to remove non-text areas. The distance map 

image is applied to label each candidate text pixel. 

We can see the stroke width transform image in Fig. 

5. 
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, where  is the mean of stroke width variation in 

each character and the standard deviation (Std) is 

the square root of the variance.
 i

M  represents the 

stroke width variation number i in each character. T 

is the total number of stroke width variations in each 

character. 

 

  
(a)                       (b) 

Fig.5. Stroke width transform process. (a) 

Distance transform image. (b) text candidate 

regions after stroke width filtering 

 

2.4. Tensor voting process 

 

Tensor voting is intended to be flexible enough to 

solve several problems with computer vision, 

especially mid-level vision applications. It can be 

used in problems that can be posed as perceptual 

organization problems. In 2-D [18], each token 

belongs to one of the following perceptual structures: 

curve, region, junction, or termination (e.g. a curve 

endpoint). 

A tensor is divided into stick components and ball 

components. The input tokens are initialized based 

on their individual information. An input token that is 

an elementary curve with a normal is denoted by a 

stick tensor parallel to the normal. An un-oriented 

token is encoded by a ball tensor.  

Each token in the voting field receives many votes 

from its neighboring tokens [16]. Vote gathering is 

implemented by tensor addition or consistently by 

the addition of 2 by 2 matrixes, generating generic 

tensors. A generic tensor is separated into stick and 

ball components with the following equation. 

1 1 1 2 2 2
ˆ ˆ ˆ ˆT TT e e e e                  (5) 

   1 2 1 1 2 1 1 2 2
ˆ  ˆ  ˆ ˆ ˆ ˆ  T T TT e e e e e e      (6) 

, where 
iλ  are the corresponding eigenvalues in 

decreasing order and ie  define the eigenvectors.  

 

Tensors support information related to smoothness 

and proximity of continuity by a voting process. 

Tensors have smooth salient features (i.e. curves) 

that allow them to support each other. Each tensor 

votes for its neighboring tensors and receives votes 

from them. The size and shape of this neighborhood 

and the vote orientation and strength are 



summarized in predefined kernels or voting fields. 

Each feature requires a voting field. All voting fields 

are created from a fundamental stick voting field. 

The vote orientations correspond to the smoothest 

local continuation from the voter to the recipients. 

The vote strength at each recipient is computed by a 

decay function that is inversely proportional to the 

length of the curve from the voter to the recipient.  
We can use center points to reject non-text areas 

from candidate text areas, which are created by CCs 

in the previous step. The input tokens corresponding 

to a center point in a text area are typically adjacent 

and nearly aligned on a line or smooth curve. Thus, 

the curve saliency of a token in a non-text area has 

lower curve saliency than that of a token in a text 

area, which we can see clearly in Fig. 6(b) and Fig. 

6(c). The curve normal of a token in a text area 

represents the normal vector of the text line. 

Furthermore, based on the assumption that text lines 

are nearly aligned horizontally (the angle between 

the text line and the horizontal line can be up to 300), 

the other condition helps to remove the set of center 

points that are closely aligned vertically as in 

equation (7). 
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, where X is the normal vector at the center point, U 

= (0, 1) defines a unit vector representing the 

vertical projection, and T represents the total center 

point numbers. 

 

2.5. Grouped connected components 

 

The text candidates are collected by using the text 

line information to find the text areas. All connected 

components with non-zero heights that are close 

together in the horizontal direction are gathered 

together through a morphological process. Those 

grouped connected components that either do not 

include center points or have only a few center 

points will be removed. Fig. 6(d) shows the final text 

detection result. 

 

  
(a)                      (b) 

  
         (c)                   (d) 

Fig.6. Extract text region using tensor voting. (a) 

Input tokens, (b) resulting tensors, (c) tensor 

voting of text line location, (d) text detection 

 

 EXPERIMENTAL RESULTS III.

 

In our method, we apply the Edge enhancement 

CER, SWT and Tensor voting algorithms. We will 

present the experimental results from calculating the 

components of the proposed method. To evaluate 

the accuracy of our method, input images captured 

from 2003 ICDAR and 2013 ICDAR contest test 

images are used. We also apply different font styles, 

sizes, color, highlight, blur and low contrast to the 

images. The algorithm is executed in Matlab 2014 on 

an Intel Core i7-3770 CPU at 3.40 GHz, with 8GB 

RAM on a Windows 7 system. 

 Fig. 7 show the experimental results for text 

detection in images from Chen et al.’s [15], Toan et 

al.’s [16] and our method. Chen et al.’s [15] method 

extracts the text using MSER and SWT. Toan et al.’s 

[16] paper presents a new idea using tensor voting. 

The two methods have a lot of false positives and 

false negatives in several cases. 

For the initialized information, we set up 

parameters for Edge enhancement CER as the range 

[100 5000] for all cases. The existing methods 

compared to our proposed method were from Chen 

et al. [15], Toan et al. [16], Rodrigo et al. [21], Yao 

et al. [22], Xiaobing et al. [23], CASIA_NLPR et al. 

[24], Huang et al. [11], and Lei et al. [25]. In 

addition, Huang et al.’s method used a trained 

convolution neural network classifier and CASIA 

NLPR was the winner in the ICDAR 2013 

competition.  

On the ICDAR 2003 dataset, the proposed method 



achieves the best performance with the best 

precision (90.3%) and best recall (89.5%) as shown 

in Table 2. On the ICDAR 2013 dataset, our method 

has the highest precision (93.2%) and high recall 

(91.5%) as shown in Table 3. Our recall is lower 

than that of Lei et al. [25] (92.3%). Lei’s method 

used a neural network to classify text and non-text 

regions. This method also has high performance but 

it requires a lot of time for training and needs to be 

trained with many images. Our method used tensor 

voting, which is useful for eliminating non-text 

regions in complex background cases (highlight, 

blur).  Therefore our false positives were fewer 

than for any of the other methods.  

Table 1. Comparison of methods from 2003 ICDAR 

dataset 

 

The comparison is supported by precision and recall, 

which are represented by the following equations:  

 

Precision*Recall
-  = 2 * *100%

Precision+Recall
F score    (8) 

      
 

Precision *100%
TP

TP FP



         (9) 

 
Recall *100%

 

TP

TP FN



         (10) 

Where TP is the number of characters identified 

correctly, FP is the number of texts inaccurately 

detected, and FN is the missing number of 

characters. 

Table 2. Comparison of methods from 2013 ICDAR 

 

In our method, most text regions are identified 

properly, however some regions are not. We 

observe some failure with natural scene images in 

Fig. 8. Because of the light, spot, some characters 

from “Engineering” and “Distributed” in Fig. 8(a) are 

covered. Our method could not handle these text 

regions. In Fig. 8(b), all letters are rejected because 

of a similar color between the texts and background. 

We cannot extract the connected components of text 

in the CER step. In Fig. 8(c), the image contains a 

rare font and the illumination change. There are a 

few cases of failure in the dataset, which do not 

affect the result performance. The experimental 

results depend on the potential text regions 

extracted in the first step and in the final step. In the 

first step, CERs are not extracted, so text regions 
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cannot be detected. Tensor voting is used in the final 

step, which will eliminate non-text regions, 

therefore it has the effect of reducing false positives. 

 

   
(a)           (b)           (c)  

Fig. 8. Failure cases 

 

 CONCLUSION IV.

 

In our paper, an efficient text detection method for 

natural images is introduced based on Edge 

enhancement CER, SWT, and especially tensor 

voting. 2D tensor voting is applied when candidate 

text regions corresponding to input tokens are used 

to compute curve salience values to remove false 

positives. Several unsolved problems in this area 

such as highlighting, blur, various sizes and fonts for 

texts are suitably resolved. Edge enhanced 

contrasting extremal regions are effective in 

extracting candidate text connected components. 

Moreover, tensor voting works very well for 

removing non-text regions. The experiment results 

indicate that our method is useful for identifying text 

and has high accuracy with complex natural scene 

images. In future works, we will consider using other 

methods to identify text in more difficult cases. 
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