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Abstract 
 

In-band full-duplex (IBFD) wireless communication supports symmetric dual transmission 
between two nodes and asymmetric dual transmission among three nodes, which allows 
improved throughput for distributed IBFD wireless networks. However, inter-node 
interference (INI) can affect desired packet reception in the downlink of three-node topology. 
The current Half-duplex (HD) medium access control (MAC) mechanism RTS/CTS is 
unable to establish an asymmetric dual link and consequently to suppress INI. In this paper, 
we propose a medium access control mechanism for use in distributed IBFD wireless 
networks, FD-DMAC (Full-Duplex Distributed MAC). In this approach, communication 
nodes only require single channel access to establish symmetric or asymmetric dual link, and 
we fully consider the two transmission modes of asymmetric dual link. Through FD-DMAC 
medium access, the neighbors of communication nodes can clearly know network 
transmission status, which will provide other opportunities of asymmetric IBFD dual 
communication and solve hidden node problem. Additionally, we leverage FD-DMAC to 
transmit received power information. This approach can assist communication nodes to 
adjust transmit powers and suppress INI. Finally, we give a theoretical analysis of network 
performance using a discrete-time Markov model. The numerical results show that 
FD-DMAC achieves a significant improvement over RTS/CTS in terms of throughput and 
delay. 
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1. Introduction 

IBFD wireless communication allows nodes to transmit and receive simultaneously in the 
same frequency band, which can theoretically double the spectral efficiency of half-duplex 
(HD) wireless communication [1-3]. The ability to suppress self-interference below the noise 
floor that does not interfere with desired signal reception has been achieved [4, 5], 
supporting a single node to transmit and receive in IBFD mode. However, for IBFD 
communication among multiple nodes, the inter-node interference (INI) suppression and 
MAC protocol must be fully considered for IBFD wireless networking. 

In this work, we study the distributed IBFD wireless network lacking a central unit as an 
access point (AP). All nodes randomly distribute in the network support IBFD wireless 
communication and have equal access priority. The multi-node IBFD transmission link can 
be divided into a symmetric dual link between two nodes or an asymmetric dual link among 
three nodes. Goyal et al. [6] defined these two links and their transmitters/receivers. If the 
transmitter of uplink is exposed to the receiver of downlink in an asymmetric dual link, the 
sending signal of uplink will serve as the INI signal of downlink, which negatively affects 
the desired signal reception. Therefore, to realize asymmetric dual communication in the 
IBFD wireless networks, it is necessary to determine effective INI suppression methods for 
design of MAC communication protocols. 

Current IBFD INI suppression methods are mainly used in centralized wireless networks, 
and very few can be leveraged in distributed wireless networks. For a centralized network, 
the AP node can be used to configure and manage the signal to interference plus noise ratio 
(SINR) of station nodes using power control, which guarantees a station can receive the 
desired packet of multiple received packets [7-9] However, in a distributed network, the 
identity and transmit power of communication nodes in the dual transmission links are 
indeterminate information for the network. It is difficult to leverage a certain node to 
calculate SINR and control transmit power. Considering this difficulty, some studies ignored 
the impact of INI or assumed that INI was successfully suppressed [6, 10, 11]. But these 
research results cannot be used in the Wireless open-Access Research Platform (WARP) [12, 
13] or Universal Software Radio Peripheral (USRP) [14, 15] hardware platform to assess 
practicability, thus limiting the design and application of distributed IBFD MAC protocols. 

To achieve IBFD communication between multiple nodes, MAC communication protocols 
are required [3, 16]. HD protocols such as RTS/CTS (Request-to-Send/Clear-to-Send) and 
CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance) are currently used, but 
direct incorporation of un-modified versions of these protocols into IBFD wireless 
communication would face some problems: 1) The network nodes are unable to recognize 
the transmission mode of communication nodes and determine whether to contend the 
opportunity of asymmetric IBFD dual communication, which limits total network throughput. 
2) They can only assist to establish symmetric dual link but cannot reserve channel for the 
downlink of asymmetric dual transmission. 3) If the destination node of RTS frame has no 
packet to transmit or has a packet to another node but not to the source node of RTS, then the 
IBFD wireless communication with RTS/CTS will work equivalently to HD wireless 
communication. 

In IBFD dual communication, the establishment of an asymmetric dual link is more 
difficult than that of a symmetric dual link. The asymmetric dual communication must 
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consider the method of INI suppression, but also must be able to reserve the uplink and 
downlink simultaneously by medium access. The 802.11 RTS/CTS mechanism requires two 
channel accesses to establish an asymmetric dual link, a procedure that is complex and 
time-consuming. Although some current IBFD MAC protocols [17-19] improved the 
throughput of symmetric IBFD dual transmission, they are unable to be used in the networks 
where both synchronous and asynchronous dual communication coexist, precluding 
exploitation of the full potential of IBFD wireless communication. 

To achieve maximum performance gain in practical IBFD wireless networks, we fully 
consider the existence of INI and propose a new distributed medium access control 
mechanism, named as FD-DMAC (Full-Duplex Distributed MAC). To address the problems 
mentioned above, this work makes the following contributions. 
 To suppress the INI in asymmetric dual link, we add the received power information of 

communication nodes in control frame. The transmitter of uplink and downlink can obtain 
this information by medium access, and then estimate SINR and adjust transmit power, 
which will minimize the impact of INI during data transmission. 
 Based on three-way handshaking, we design a FD-DMAC mechanism that can establish 

symmetric or asymmetric dual link by single channel access. This mechanism fully supports 
the two transmission modes of asymmetric IBFD dual communication, in contrast to the 
studies of [10], [20] and [21] that only considered one transmission mode. 
 We assist the communication nodes and their neighbors to precisely know channel 

transmission status by FD-DMAC medium access. If the communication nodes do not 
transmit in IBFD mode, the neighbors will contend the opportunity of asymmetric dual 
communication. This improvement will extend IBFD capability and avoid collisions caused 
by hidden nodes. 
 To characterize the FD-DMAC mechanism and analyze its performance, we derive a 

Markov model to determine the throughput and delay of IBFD wireless networks, while 
considering the effect of the two asymmetric dual transmission modes on the performance 
metric. 

The remainder of this paper is organized as follows. Section 2 provides the related 
literature and Section 3 presents the system model for an IBFD wireless network. Section 4 
describes the specific FD-DMAC mechanism for symmetric/asymmetric IBFD dual 
transmission. Section 5 presents the theoretical analysis of our proposed mechanism by 
leveraging a Markov model. Section 6 includes the numerical results of FD-DMAC, 
RTS/FCTS [10] and RTS/CTS mechanism. Section 7 concludes our paper. 

2. Related Works 
It is essential to suppress INI before IBFD dual communication between multiple nodes. Bai 
et al. [22] proposed a bin-and-cancel INI suppression scheme that utilized Han-Kobayashi 
style common-private message splitting to divide the uplink transmit signal into two parts. 
Only IBFD AP can receive and recreate these two parts into the full original signal and the 
receiving station of the downlink cannot, which will lessen INI. Tang et al. [7] leveraged 
capture effect to suppress INI in centralized wireless networks. It set the transmit power of 
AP to be stronger than those of the stations. When AP and two stations communicate in an 
asymmetric dual transmission, the station can still receive the desired signal from several 
received signals by capture effect as long as the SINR of the signal from AP is higher than 
that of the signals from other stations. The methods above both require use of an AP node to 
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globally control the stations, and thus these methods can only be applied in centralized 
wireless networks. INI suppression remains difficult for asymmetric dual transmission in a 
distributed IBFD wireless network. 

Most current IBFD MAC protocols are designed based on standard 802.11 protocols, such 
as CSMA/CA and RTS/CTS [10, 11, 19, 23-25]. Sen et al. [23] proposed a CSMA/CN 
(collision notification) protocol. They added a signature between the preamble and the 
headers of data frame from source node that can only be read by the destination node of the 
data frame. Once a collision occurs, the destination node detects the unique signature and 
returns it to the source node, which will abort the dual transmission immediately. 
Doost-Mohammady et al. [19] directly applied CSMA/CA into IBFD wireless 
communication. When the destination AP or station node receives the packet header 
successfully, it transmits its own packet to the source node immediately. If there is no packet 
to return, it sends out a busytone for channel reservation. However, the MAC protocols 
proposed in [19] and [23] are only suitable for symmetric IBFD dual transmission and are 
unable to establish an asymmetric dual link. 

For distributed IBFD wireless network, Goyal et al. [6] proposed a MAC protocol without 
medium access. They designed IBFD transmission flag fields to notify the network nodes of 
the communication status. However, this scheme may have difficulties in selection of the 
proper signal and face high collision problems in source-based asymmetric dual transmission 
since the secondary link is not reserved. Cheng et al. [10] proposed a RTS/FCTS 
(Full-duplex CTS) mechanism for IBFD wireless networks. It uses one RTS frame and two 
FCTS frames to complete three-way handshaking of the symmetric or asymmetric dual link. 
But the length of FCTS is so much longer than that of CTS, which limits the increase of the 
IBFD network throughput. Moreover, this scheme did not fully consider the two 
transmission modes of asymmetric IBFD dual transmission, limiting the improvement of 
network throughput. Furthermore, [6] and [10] ignored the impact of INI during MAC 
protocol design. Based on [26], Thilina et al. [16] discussed three key mechanisms that can 
be utilized in the design of IBFD MAC protocols: shared random backoff, header snooping, 
and collision avoidance with RTS/CTS exchange. To address these points, they proposed 
three corresponding MAC protocols, but their network model contains only three nodes 
without consideration of neighbor impact on communication nodes. 

3. System model 
In the IBFD wireless network, a pre-specified number of nodes always have equal access 
priority and support IBFD wireless communication. The MAC layer is managed by a state 
machine which follows the same DIFS (Distributed Inter Frame Space), SIFS (Short Inter 
Frame Space), post-backoff, backoff scheme and medium access mode. We classified the 
IBFD transmission modes in WLAN [6] as HD transmission mode, symmetric IBFD (SFD) 
dual transmission mode, and asymmetric IBFD (AFD) dual transmission mode. AFD can be 
further classified as destination-based asymmetric IBFD (DAFD) dual transmission mode 
and source-based asymmetric IBFD (SAFD) transmission mode based on the different order 
of channel access, as shown in Fig. 1. All the nodes in the IBFD wireless networks have the 
same capability of IBFD communication and are given equal access priority. 

As shown in Fig. 1, we define the transmission from node A to node B as the primary 
transmission. In this transmission, node A is primary transmitter (PT) and node B is primary 
receiver (PR). In IBFD dual transmission, we define the other transmission link as secondary 
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transmission link, and its transmitter/receiver as secondary transmitter/receiver (ST and SR). 
In Fig. 1(b), the network carries out SFD transmission between node A and node B, where 
node A is both PT and SR, and node B is both PR and ST. In Fig. 1(c), DAFD transmission is 
conducted among nodes A, B, and D, where node A is PT, node B is both PR and ST, and 
node D is SR. In Fig. 1(d), nodes A, B, and D transmit packet in SAFD mode, where node A 
is both PR and SR, node B is PR, and node C is ST. We describe four transmission roles and 
any node in the IBFD wireless networks can be any one of the four roles. 
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Fig. 1. The transmission modes in distributed IBFD wireless networks 
 

Based on the assumption that self-interference has been suppressed below the noise floor 
[4] , we studied INI mitigation for asymmetric IBFD dual transmission. For the case of 
DAFD dual transmission link in Fig. 1(c), the Packet1 transmitted from node A would 
interfere with node D, which intends to receive Packet2 from node B. If node D is the 
exposed terminal of node A, and Packet1 transmitted from node A is sufficiently strong, then 
node D cannot receive the desired Packet2 correctly due to the INI caused by the Packet1 of 
node A. Therefore, it is essential to suppress INI for asymmetric dual transmission. 

We define the received power at node j from the packet transmitted by node i as Pr,i-j, 
which is expressed as 

, ,
pn

r i j ij t iP d Pα −
− = ⋅ ,                            (1) 

where Pt,i is the transmit power of node i, α is a constant, np is the path-loss exponent, dij is 
the distance between node i and node j, and pn

ijdα −⋅  is the deterministic path-loss [27]. Both 
α and Pt,i are identical for all the transmitted frames. Thus, we can see that the received 
power Pr,i-j is inversely proportional to the distance dij, which would be one of the criterions 
for a node to decide whether itself is suitable to contend the secondary link of SAFD dual 
transmission. For example, as shown in Fig. 1(d), node E can receive frames from both node 
A and B, and then calculate out the distance dAE and dBE. If a SAFD transmission occurs 
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among node A, B and one neighbor of node A, node E will not be the proper neighbor node 
since it is close to node B and interferes the normal reception of node B. 

In Fig. 1(c), the SINRs of node B and node D receiver can be expressed as 
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P n
−=
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,                             (2) 
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,                           (3) 

Where nB and nD are the white Gaussian noises at node B and D, which is of zero mean and 
with unit variance; PSI is the power of residual self-interference signal known by node B 
itself after advanced self-interference cancellation techniques. For the successful reception of 
primary and secondary transmissions, the minimum of SINRB and SINRD must be higher than 
a SINR threshold β, i.e., SINRB≥β，SINRD≥β, where β is calculated by the quality of service 
requirements of each node instead of the minimal SINR level that can support different 
modulations [8]. However, if node A is close to node D, the value of Pr,A-D might be too high 
to suffice the constraint condition of SINRD≥β. Thus, node A and node B need to optimize 
their transmit powers respectively to maximize the value of SINRB and SINRD before data 
transmissions. 

Communication nodes transmit control frames for medium access in HD mode, the 
component of received signals are purer than IBFD transmission. The PHY layer of the 
receiver is easier to obtain the value of received power. Thus, we plan to use control frame 
transmission to deliver some parameters for PHY layer to suppress INI. The primary 
transmitter node A and secondary transmitter node B both estimate SINRB and SINRD based 
on the received power Pr,A-B, Pr,B-D and Pr,A-D. Next, they maximize the minimum of SINRB 
and SINRD while satisfying the SINR constraint condition. Based on the optimal SINR, node 
A and node B can calculate the optimal transmit power required for data transmission. After 
adjustment of transmit power, the received power of node D from node A can decrease so 
that it does not affect the ability of node D to receive the desired packet. 

To realize this method, the key problem that we must solve firstly is how to improve the 
ability of node A and node B to obtain the information of received power Pr,A-B, Pr,B-D and 
Pr,A-D. In this work, we add the received power information in the control frame. Then, by our 
proposed FD-DMAC three-way handshaking procedure, nodes A and B can both obtain the 
information required for SINR estimation. The specific medium access control mechanism 
and received power delivery will be described in Section 4. 

4. FD-DMAC mechanism 
In asymmetric IBFD dual communication, standard RTS/CTS mechanism can only establish 
the primary transmission link, but cannot reserve the secondary transmission channel. Thus, 
the distributed IBFD wireless networks with RTS/CTS scheme require two channel accesses 
and data transmissions to complete asymmetric dual communication, which will work 
equivalently to HD wireless networks. In this section, we describe the proposed FD-DMAC 
mechanism that is able to establish a symmetric or an asymmetric IBFD dual link by 
three-way handshaking. 
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4.1. Control frame structures 
We design the control frame structures of FD-DMAC mechanism based on those of standard 
802.11 RTS/CTS frame. They contain three request frames RTS1, RTS2, and RTS3, and one 
response frame DCTS (Duplex CTS), as shown in Fig. 2. SA, DA, TM, and Pr represent the 
source address, destination address, transmission mode, and received power respectively. 
The frame control, packet duration and FCS (Frame Check Sequence) keep consistent with 
standard 802.11 [28]. Here the Frame Control field consists of protocol version, type, 
subtype and so on. The packet duration field contains the time required to transmit the packet 
of destination node. The FCS field is a 32-bit field containing a 32-bit CRC. 

There are four IBFD transmission modes in distributed wireless networks. We only use 2 
bits (which is marked as 2/8 bytes in Fig. 2) to denote TM field in control frame, i.e., ‘00’ for 
HD mode, ‘01’ for SFD mode, ‘10’ for DAFD mode, and ‘11’ for SAFD mode. After a 
communication node receiving control frame successfully, its physical layer uploads the 
value of received power to MAC layer and then the MAC layer store the value in the Pr field. 
FD-DMAC is a three-way handshaking medium access mechanism and the received power 
information will be obtained after the first handshaking. Thus, only the latter two 
handshaking can delivery received powers by control frame. Without loss of generality, we 
consider the value of received power is between -80 and 0 dBm, which can be represented in 
8 bits. The first bit is used to indicate the sign of the value and the last 7 bits give an absolute 
value of received power. Thus, we design the Pr field to store two values of received power 
which are used to estimate SINR, and the field only occupies 2 bytes totally. 
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Fig. 2. Control frame structures 

As shown in Fig. 2, RTS1 is used for node A to access the channel and request SFD 
transmission and its TM is ‘01’. Node B requests DAFD transmission by sending RTS2 
frame with ‘10’. Using RTS2, node B notifies its neighbors (containing node A) that it will 
receive Packet1 from node A and transmit Packet2 to node D simultaneously. Node C utilizes 
RTS3 with ‘11’ to allow SAFD transmission. At the same time, it sends the received power 
information that is stored in RTS3 to node A. Node B and node D use DCTS to response to 
the channel access request, where the TM is set according to the transmission status of node 
B. The information in the Pr field of DCTS will assist the solicited nodes of node B and node 
D to adjust their transmit powers. Additionally, we set RTS2, RTS3 and DCTS to the same 
frame length to facilitate calculation of the duration of channel access. 
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4.2. FD-DMAC description 
We assume that each node in the distributed IBFD wireless network is able to sense channel 
status and its neighbors’ status, irrespective of its transmitting status. If a node finds that the 
channel is idle for the duration of DIFS, it starts the backoff procedure and initiates a 
transmission while the backoff time counts down to 0. If the node senses a busy channel, it 
must freeze its backoff counter and wait. 
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(a) Successful symmetric IBFD dual link transmission 
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(b) Successful destination-based asymmetric IBFD dual transmission 
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(c) Successful source-based asymmetric IBFD dual transmission 
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Fig. 3. Successful IBFD dual transmission 

 
In order to better illustrate the FD-DMAC mechanism, we test three cases of IBFD 

wireless transmission of symmetric dual transmission, destination-based asymmetric dual 
transmission, and source-based asymmetric dual transmission, as shown in Fig. 3. The white 
portion upon the time axis indicates the control packet and data packet transmission and the 
gray part below the time axis indicates control packet and data packet reception. In addition 
to the communication nodes, we also analyze the behavior of neighbor nodes. The specific 
medium access procedure and data transmission are detailed as follows. 

 
1) Symmetric IBFD dual transmission 

Medium access: Fig. 3(a) shows the symmetric IBFD dual transmission. Node A wins the 
contention and then transmits RTS1 with 01 to node B for SFD transmission. After receiving 
RTS1 correctly and knowing the request of node A, if node B also has a packet (Packet2) to 
transmit to node A, it waits for a SIFS time, and then transmits DCTS with 01 back to node 
A. Node C, one of the nodes who have packets to node A, is exposed to node A but hidden to 
node B, and then would only receive RTS1 from node A but cannot receive DCTS from node 
B. Thus, node C does not make sure that whether node B has a packet to transmit. To 
contend the uplink transmission opportunity of node A, node C expects to transmit a SAFD 
transmission request to node A. So in FD-DMAC mechanism, we set that node A and node B 
will not start IBFD data transmission immediately after node A finishes reception from node 
B but instead reserve the time for node C to send RTS3. After receiving RTS1 from node A, 
node C waits for the duration of SIFS+DCTS+SIFS, and then transmits RTS3 with 11 for 
SAFD transmission. Node A will respond to the request of node C during data transmission 
procedure. Nodes D and E, the exposed terminals of node B, can obtain the information of 
SFD transmission between nodes A and B. Then they freeze their backoff counters and wait 
based on the longer length of Packet1 and Packet2. After this three-way handshaking, the 
symmetric IBFD dual link between node A and node B is established. 

Data transmission: After node A receives DCTS from node B successfully, both node A 
and node B wait for a SIFS + RTS3 + SIFS time, and then transmit their respective packets 
to each other simultaneously in SFD mode. The time of the packet transmission lasts for the 
longer duration of Packet1 and Packet2. As shown in Fig. 3(a), the length of Packet1 is 
longer than that of Packet2, which is known by node B. Therefore, even if node B finishes 
transmitting Packet2, it will send busytone to keep occupying the channel and wait until 
Packet1 transmission is finished before sending ACK to node A. Moreover, we add a flag 
between the packet header and data to reply to the SAFD transmission request of node C. If 
node A agrees with this request, it sets the flag to 1 (designated as Y in Fig. 3). If not, the 
flag is set to 0 (designated as N in Fig. 3). The flag only occupies 1 bit. In SFD transmission, 
node A disagrees obviously the request of node C and sets the flag as 0. Furthermore, when 
one more nodes like node C who just have packets to node A contend uplink transmission 
simultaneously with node C, node A will not receive the requests clearly and then set the flag 
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to 0 to refuse all the nodes. As soon as node C receives the header and flag of Packet1 from 
node A, node C realizes that its request is refused, and then freezes its backoff counter and 
waits. After data dual transmission, both node A and node B send an ACK to each other 
simultaneously after a SIFS time to finish the symmetric IBFD dual transmission. 

 
2) Destination-based asymmetric IBFD dual transmission 

Medium access:Fig. 3(b) shows the destination-based asymmetric IBFD dual transmission, 
where node A contends the channel and initiates a RTS1 with 01 to node B for SFD 
transmission. Node B receives and reads RTS1. However, node B has no packet to transmit 
to node A but expects to transmit a packet (Packet2) to its neighbor node D. Thus after a 
SIFS time, node B transmits a RTS2 with 10 to node D for DAFD transmission. Here RTS2 
is a request frame and also acts as a response role. Node A receives RTS2 and is notified that 
node B will receive Packet1 from node A and transmit Packet2 to node D simultaneously, i.e. 
node B will communicate in DAFD mode. Node D agrees with the request of node B, and 
then returns a DCTS with 10 to node B after a SIFS time. The behaviors of nodes C and E in 
DAFD transmission are similar to that in SFD transmission. 

Data transmission: After node A receives RTS3 from node C and node B receives DCTS 
from node D successfully, node A transmits Packet1 to node B and node B transmits Packet2 
to node D simultaneously in DAFD mode. The time of the packet transmission lasts for the 
longer duration of Packet1 and Packet2. Node B, the node who first finishes packet 
transmission, sends busytone to occupy the channel and notify the transmission status to its 
neighbor. Node A disagrees with the SAFD transmission request of node C. Thus, it sets the 
flag behind the Packet1 header to 0. After receiving the header and flag of Packet1 from 
node A, node C freezes its backoff counter and waits. After data dual transmission among 
nodes A, B, and D, node B sends an ACK to node A and node D sends an ACK to node B 
simultaneously after a SIFS time to complete the DAFD dual transmission. 

 
3) Source-based asymmetric IBFD dual transmission 

Medium access: Fig. 3(c) shows the source-based asymmetric IBFD dual transmission, in 
which node A achieves the channel and sends a RTS1 with 01 to node B for SFD 
transmission. However, node B has no packet to transmit to node A or its neighbors. Thus 
after receiving RTS1, node B waits for a SIFS time and transmits a DCTS with 00 to notify 
node A of its future transmission plan. The ‘00’ represents that node B will only receive 
packet during packet transmission but does not mean that node A will not transmit in IBFD 
mode. The neighbor nodes, who can receive the ‘00’, may contend the uplink transmission 
opportunity of node A to keep the dual packet transmission in the network. The behavior of 
node C in SAFD transmission is similar to that in SFD transmission. Node D, the exposed 
node of node B and the hidden node of node A, can receive DCTS from node B and knows 
that node B will be busy receiving. Thus node D freezes its backoff counter to avoid the 
interference to the reception of node B. Node E, the expose node of both node A and B, is 
able to receive RTS1 from node A and DCTS from node B and then know that the uplink of 
node A might be free during data transmission. After calculate out the distance between node 
B and node E (i.e. dBE) by Pr,B-E in (1), node E realize that itself is close to node B. Thus, 
even if node E has a packet to node A, it will not contend the secondary link of the SAFD 
transmission to increase the interference to node B. As a result, node E freezes its backoff 
counter and waits. 
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Data transmission: After receiving RTS3 from node C successfully, node A waits for a 
SIFS time and then transmits Packet1 to node B. Node A agrees with the SAFD 
transmission request from node C. Therefore, it sets the flag behind the Packet1 header to 1. 
After receiving the header and flag of Packet1 from node A, node C realizes that node A has 
accepted its request and then transmits Packet2 to node A immediately. Node A transmits 
Packet1 to node B and receives Packet2 from node C in SAFD mode. The time of the 
packet transmission depends on the longer duration of Packet1 and Header + Packet2. Since 
node A knows the packet lengths of both itself and node C, it continues to occupy the 
channel by sending busytone if it first finishes packet transmission. When node B no longer 
receives signal from node A, it can tell that both node A and C have completed dual packets 
transmission. After data dual transmission among nodes A, B, and C, node B sends an ACK 
to node A and node A sends an ACK to node C simultaneously after a SIFS time to end the 
SAFD dual transmission. 

4.3. Received power delivery 
We set all the nodes in the IBFD wireless networks to have the same transmit powers during 
three-way handshaking. Since communication nodes transmit control frame in HD mode, the 
component of received signals are purer than IBFD transmission. Additionally, 
communication nodes only estimate the value of SINR for judgement. Then, it can be 
considered that the received power of node j from node i is equal to the received power of 
node i from node j, i.e., Pr,i-j=Pr,j-i. As shown in Section 3, if the communication nodes are 
exposed to each other, primary transmitter node A and secondary transmitter node B require 
the value of Pr,A-B, Pr,B-D, and Pr,A-D to estimate SINRB and SINRD in DAFD dual transmission, 
and primary transmitter node A and secondary transmitter node C require the value of Pr,C-A, 
Pr,A-B, and Pr,C-B to estimate SINRA and SINRB in SAFD dual transmission. By receiving 
control frames, a node can obtain its received powers and remember them. It then adds the 
received power values in the Pr field of its control frame which will be sent to the destination 
node. As shown in Fig. 4, after FD-DMAC medium access, the primary transmitter and 
secondary transmitter can achieve their required received power values (which are indicated 
in red) to estimate SINR after three-way handshaking medium access. 
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(a)                                    (b) 

Fig. 4. Received power deliveries in (a) DAFD dual link; (b) SAFD dual link 

5. Theoretical analysis 
Taking advantage of the similarity between our proposed FD-DMAC mechanism and 
RTS/CTS mechanism, we use the discrete-time Markov model in [28] to analyze the 
performance of distributed IBFD wireless networks with the FD-DMAC mechanism. We 
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study a distributed wireless network that consists of n nodes. All the nodes in the network 
can listen to the channel, capture IBFD wireless transmission opportunities, and detect 
collisions. 

Before sending a packet on the channel, each node should set a random back-off number 
from the contention window based on transmission history. The window is defined as (0, Wi), 
where Wi=2iW, i=0,1,2,…,m, W is the minimum contention window and m is the maximum 
backoff stage. From this, the contention window can expand up to the maximum value of 
2mW. Based on the Markov model of the backoff window size, the probability of a node 
transmitting in a random chosen slot time, denoted as τ, can be calculated as [28]: 

1

0

2
1 (2 )m i

i
W pW p

τ −

=

=
+ + ∑

,                       (4) 

where p is the conditional collision probability. If a node transmits a packet, a collision 
happens when at least one of the other n-1 nodes is currently transmitting. So p is given as: 

11 (1 )np τ −= − − .                          (5) 
We define the probability that there exists at least one transmission during the slot time as 

Ptr, which can be expressed as: 
1 (1 )n

trP τ= − − .                            (6) 
Then, the probability of idle time during the slot time can be given as 1-Ptr. The channel idle 
time in the slot time is (1-Ptr)s, where s is the duration of the idle time. 

5.1. Throughput 
Let S be the normalized system throughput, defined as the fraction of the total time used to 
send payload successfully during a given slot time. To compute S, we need to first calculate 
the probabilities of successful and failed IBFD transmissions. 

In the IBFD wireless network, if node B has a packet to transmit to its neighbor, the SAFD 
transmission will not happen. Here we define the probability of secondary transmitter node B 
having packets to transmit to its neighbors as λ. When node B transmits its packet to node A 
or node D, i.e., the communication nodes transmit the packets in SFD or DAFD mode, the 
successful transmission probability, denoted as Ps1, is given as: 

1
1 (1 )

1
n

s

n
P τ τ λ− 

= − 
 

,                           (7) 

and the transmission time lasts Ts1 = RTS1 + DCTS (or RTS2) + RTS3 + H + N+ E[P]longer1 + 
ACK + 4*SIFS + DIFS. Here H = PHYhdr + MAChdr is the transmission duration of packet 
header, E[P]longer1 is the longer payload size of Packet1 and Packet2. Since the flag behind 
the packet header only occupies 1 bit, we ignore the flag bit when we compute the length of 
E[P]longer1. 

When node B has no packet to transmit and node C can capture the opportunity of SAFD 
transmission, the successful transmission probability, denoted as Ps2, is given as: 

( )1
2 (1 ) 1

1
n

s

n
P τ τ λ− 

= − − 
 

,                        (8) 

and the transmission time lasts Ts2 = RTS1 + DCTS + RTS3 + H + Y + E[P]longer2+ ACK + 
4*SIFS + DIFS. Here E[P]longer2 is the longer payload size of Packet1 and Header + Packet2. 
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Since RTS2, RTS3, and DCTS have the same frame length, the main difference between Ts1 
and Ts2 are the different transmission durations of E[P]longer1 and E[P]longer2. 

The failed IBFD transmission in the slot time occurs when more than one of the nodes 
transmit RTS1 simultaneously. This probability, denoted as Pc, can be given as: 

11 (1 ) (1 )
1

n n
c

n
P τ τ τ − 
= − − − − 

 
,                      (9) 

and the collision time lasts Tc = RTS1 + DIFS. 
Now, the throughput S can be calculated as: 

( )1 2

1 1 2 2

[ ]
(1 )

s s

tr s s s s c c

P P E P
S

P P T P T PTs
+

=
− + + +

,                    (10) 

where E[P] is the total packet payload size of the two simultaneous transmitted packets, i.e., 
the amount of payload information successfully transmitted within a slot time. 

5.2. Delay 
When transmitting two packets, the IBFD wireless network saves nearly half of the time as 
compared to the HD wireless network, since the simultaneously dual packets transmission 
after channel access. Here we define the delay as the duration from a packet of primary 
transmitter coming to the front of the queue to its successful reception as well as the packet 
of secondary transmitter to its reception. Let D be the delay of the IBFD wireless network 
with FD-DMAC mechanism. The average value of D, denoted as E[D], can be given as [29]: 
 

[ ] ( ) ( )c bd c o bd sE D N T T T T T= + + + + .                  (11) 
Here, Nc is the number of collisions of a frame until its successful reception, Tbd is the 
average backoff delay that a node uses before accessing the channel again. To is the time that 
a node has to wait before sensing the channel again when the frames collide during 
transmission, which can be given as To = SIFS + CTS_timeout. Ts is the successful 
transmission time, which is expressed as Ts = λTs1 + (1-λ)Ts2. Finally, Tc was given above. 

The average number of retransmissions is given as 1/Ps, and the last transmission must be 
successful. Then the number of collisions Nc can be calculated as: 

1 1c
s

N
P

= − .                             (12) 

The average backoff delay Tbd is determined based on the initial value of the backoff 
counter and the duration of the time during which the counter continues freezing. The initial 
value of the counter is defined as a random variable X, and its average value as E[X], which 
can be calculated based on the Markov model without considering the counter stop: 

1
2 2

0

(1 )[ ] ( 1) ( 1)
6 1

mm
i

i m
i

p pE X p W W
p

τ −

=

 −
= − + − − 

∑ .                (13) 

The backoff counter freezes when the channel stays in busy or collision status. We denote 
the time that the counter freezes as F, and the average time of F as E[F], which can be given 
as: 

1 1 2 2[ ] [ ]( )F s s s s c cE F E N P T P T PT= + + ,                     (14) 
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where E[NF] is the average number of times that a node freezes before its counter reaches 0. 
The counter keeps continuously decreasing before it freezes. Thus the mean number of times 
that the counter works consecutively can be expressed as (1-Ptr)s. Then, E[NF] is expressed 
as: 

[ ][ ] 1
max((1 ) ,1)F

tr

E XE N
P s

= −
−

                       (15) 

Based on (13) and (14), we can calculate the average backoff delay as Tbd = E[X] + E[F]. 
Finally, combining the above equations, the average frame delay E[D] in (11) can be 
determined. 

6. Numerical results 
We use MATLAB to evaluate the performance of the FD-DMAC mechanism for distributed 
IBFD wireless networks and validate our analytical model. The basic wireless 
communication parameters for the simulation are listed in Table 1. To show the advantage of 
our mechanism, we separately compared the performance of FD-DMAC mechanism to that 
of the RTS/CTS [28] mechanism for HD wireless networks and RTS/FCTS [10] mechanism 
proposed in for IBFD wireless networks. 
 

Table 1. Parameters for numerical results 

Parameter Value Parameter Value 

Packet1 payload 8184 bits FCTS[10] 528 bits 
Packet2 payload 8184 bits ACK 240 bits 

PHY header 128bits flag 1 bit 
MAC header 272 bits Channel Bit Rate 1 Mbit/s 

RTS1 290 bits Slot Time (s) 50 µs 
RTS2/RTS3/DCTS 306 bits SIFS 28 µs 

RTS 288 bits DIFS 128 µs 
CTS 240 bits CTS_timeout 300 µs 

 
Fig. 5 shows that the system throughput depends on the number of nodes in the distributed 

wireless network. Here the maximum backoff stage m is set to 6, and the probability of node 
B having packets to transmit λ is set to 0.8. We can see that by FD-DMAC mechanism, the 
throughput of the distributed IBFD network is significantly improved. For the case of 
minimum contention window W = 16, the throughput of IBFD network with FD-DMAC is 
about 1.59, and that of HD network with RTS/CTS is about 0.83. As a result, it is clear to 
illustrate the advantage of IBFD wireless communication that it improves throughput by 
about 90% as compared to HD. And compared with the IBFD network with RTS/FCTS 
mechanism which has longer channel access time, the IBFD network with FD-DMAC 
mechanism achieved over 6.97% maximum throughput gains. In previous research [28, 29], 
we know that the basic access which does not need medium access request has a strong 
throughput decrease with the expansion of network scale. Thus, thanks to the MAC 
mechanisms with access request before packet transmission, the nodes can decide whether to 
transmit packets or not with small cost, which bring gently throughput decrease. 
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Fig. 5. The system throughput versus the number of stations for different access mechanisms and 

minimum contention window sizes 

We also analyze the throughput of the IBFD network with FD-DMAC with respect to the 
minimum contention window, as shown in Fig. 5. We find that for W = 16, as the number of 
nodes increases, the throughput decreases slowly. For W = 256 that the backoff time will be 
longer, the throughput continues to increase. In other words, if the nodes are configured with 
a longer backoff time, they will experience more time before channel competition and hence 
avoid request collisions, keeping a higher system throughput in a large scale network. It is 
thus clear that the network needs to select a proper contention window size based on the 
number of nodes to maximize throughput. Under the same condition of minimum contention 
window size, the throughput of IBFD mechanism with FD-DMAC varies more slowly as the 
number of nodes increases. Thus, our proposed mechanism can be utilized in large networks 
and provides higher performance than the MAC scheme for the three-node network model 
proposed in [16]. 
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Fig. 6. The system throughput versus the minimum contention window for FD-DMAC mechanism. 
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Fig. 7. The system throughput versus the maximum backoff stage for FD-DMAC mechanism. 

 
 

The initial value of the backoff counter is related to minimum contention window and 
maximum backoff stage. To choose an appropriate initial value of the counter, we analyze 
the system throughput versus the minimum contention window size and the maximum 
backoff stage for IBFD network with FD-DMAC, as shown in Fig. 6 and Fig. 7, respectively. 
In Fig. 6, the maximum backoff stage m is fixed to 6. We determined the relationship 
between minimum contention window and throughput to select a proper W for different 
network scale. For 10 nodes, the maximum throughput is achieved at a W of 16. For 20 
nodes, the network selects 64 as the minimum contention window size for maximum 
throughput. In Fig. 7, the minimum contention window W is set to 16. Then, we analyze the 
effect of maximum backoff stage m on network throughput. Similarly, we can also choose a 
proper m for different network scale. Overall, when the number of nodes increases, the 
network requires increasing W and m to enlarge the initial value of the backoff counter and 
avoid collision. 

Fig. 8 compares the system throughput for different mechanisms and shows the 
throughput depends on the transmission probability τ. Here, the probability of node B having 
packets to transmit λ is set to 0.5. The maximum throughput of IBFD network with 
FD-DMAC is about 1.61, also indicating the double throughput compared with HD network 
with RTS/CTS. With the same network scale n=20, the IBFD network with FD-DMAC 
achieves over 11.29% maximum throughput gains over IBFD network with RTS/FCTS. As 
the increase of the transmission probability τ, collision is more likely to occur, so that the 
throughput of the three mechanisms all decrease. However, the throughput of our mechanism 
is always higher than that of the other two. 
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Fig. 8. The system throughput versus the transmission probability for different mechanisms and 

numbers of nodes. 
 

Comprehensively analyzing Fig. 5 and Fig. 8, we can see that the probability of node B 
having packets to transmit λ has little influence on the throughput of IBFD network with 
FD-DMAC, but has an obvious impact on that of IBFD network with RTS/FCTS. To verify 
this point, we analyzed the system throughput versus the transmission probability τ and the 
probability of node B having packets to transmit λ for IBFD network with different 
mechanisms, as shown in Fig. 9. When the transmission probability is a fixed value, the 
throughput of IBFD network with FD-DMAC remains nearly invariable as λ decreases, but 
the throughput of IBFD network with RTS/FCTS decreases continually. Thus, FD-DMAC 
mechanism remains more stable throughput for the IBFD wireless network. 

To better validate the advantage of low delay of FD-DMAC mechanism, we also study the 
delay of two packets transmission versus the number of nodes for different access 
mechanisms, as shown in Fig. 10 and Fig. 11. As the number of nodes increases, the delay of 
the IBFD and HD networks both increases gradually. However, the delay of the IBFD 
network with FD-DMAC shows the slowest increase, and is always the lowest. Our results 
indicate that the FD-DMAC mechanism can better expand to a large scale network compared 
with RTS/CTS and RTS/FCTS mechanism. 
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(a)                                         (b) 

Fig. 9. The system throughput versus the transmission probability and the probability of node B 
having packets to transmit for IBFD wireless network with (a) FD-DMAC mechanism, (b) RTS/FCTS 

mechanism. 
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Fig. 10. The delay versus the number of nodes for different mechanisms and minimum contention 

window sizes. 
 

As shown in Fig. 10, the maximum backoff stage m is set to 3, the probability of node B 
having packets to transmit λ is set to 0.6, and the minimum contention window W is set to 64 
or 256 to analyze the relationship between minimum contention window and delay. For a 
fixed number of nodes, the delay increases as W increases. As shown in Fig. 11, W is set to 
128, λ is maintained at 0.6, and m was set to 3 or 6. We can see that the delay increases as m 
increases in the same network scale. Comprehensively, when the initial value of backoff 
counter depended on a larger maximum backoff stage m and minimum contention window W, 
the IBFD network with FD-DMAC suffers longer delays. This is the expense of higher 
throughput. 
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Fig. 11. The delay versus the number of nodes for different mechanisms and maximum backoff stages. 
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7. Conclusion 
We proposed a FD-DMAC mechanism for distributed IBFD wireless communication to 
provide greater asymmetric dual transmission opportunities with low INI. Compared with 
RTS/CTS, our proposed mechanism only requires single channel access to establish 
symmetric/asymmetric dual link for two-way simultaneous packet transmission. We defined 
control frames structures to implement our mechanism and assist communication nodes to 
adjust transmit power for INI suppression. After obtaining the information of channel 
transmission status by FD-DMAC medium access, the neighbors of communication nodes 
attempt asymmetric dual communication for further performance gain. Using a Markov 
model, we provided theoretical analysis and evaluated achievable throughput and delay. 
Results show that IBFD communication with FD-DMAC improves the throughput by 90% 
as compared to HD communication with RTS/CTS. Moreover, the transmission status of 
secondary transmitter has little influence on the throughput of FD-DMAC compared with 
RTS/FCTS in IBFD wireless networks. 
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