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Abstract: The era of the Internet of Things (IoT) is upon us. In this era, minimizing power 
consumption becomes a primary concern for system-on-chip designers. While traditional power 
minimization and dynamic power management (DPM) techniques have been heavily explored to 
improve the power efficiency of devices inside very large-scale integration (VLSI) platforms, there 
is one critical factor that is often overlooked, which is the power conversion efficiency of a power 
delivery network (PDN). This paper is a tutorial that focuses on the power conversion efficiency of 
the PDN, and introduces novel methods to improve it. Circuit-, architecture-, and system-level 
approaches are presented to optimize PDN designs, while case studies for three different VSLI 
platforms validate the efficacy of the introduced approaches.     
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1. Introduction 

With drastic technology scaling, the number of 
intellectual property (IP) cores integrated into a chip has 
been increasing to tens and the future potentially hundreds. 
Furthermore, growing demand for increased Internet of 
Things (IoT) device functionality has been driving the 
trend toward including many high-performance modules 
(such as high-speed processors, fast wireless interfaces, 
large- and high-resolution displays, and sophisticated 
sensors) on the IoT platform. Unfortunately, the 
accompanying increase in power density and high rates of 
heat generation have become critical roadblocks to the 
scalability and integration of chips and platforms.  

Consequently, there has been a surge of interest in 
reducing power consumption of these chips and platforms. 
Conventional power minimization techniques, such as 
dynamic voltage and frequency scaling (DVFS) and 
dynamic power management (DPM), have been explored 
to improve the power efficiency of the devices. DVFS is a 
well-known technique to mitigate the power consumption 
of chip multicore processors (CMPs) by dynamically 
varying the supply voltage and operating frequency values 
applied to the process cores in response to the load 
conditions or workload characteristics [1, 2]. DPM is 
represented by power gating and clock gating techniques 
that shut off the power and clock to the unused circuit 
blocks [3, 4].  

While the conventional low power techniques have 

been heavily investigated, there is one critical factor that 
has often been overlooked: the power conversion 
efficiency of the power delivery network (PDN) [5, 6]. The 
PDN is an essential part of platforms, which delivers 
power to all devices in the platform from the power source. 
Because the voltage level of the power source is fixed (e.g., 
a lithium-ion battery comprised of a single battery cell 
provides 3.7 V) whereas the required voltage levels of the 
devices vary, a PDN consists of DC-DC converters to 
convert the output voltage level of the power source to 
adequate input voltage levels for the devices. Furthermore, 
if the device supports voltage scaling, an adjustable DC-
DC converter is indispensable. In reality, a DC-DC 
converter inevitably dissipates power, and power 
dissipations from all converters can result in a considerable 
amount of power loss.  

Fig. 1 shows two examples of the power conversion 
efficiency resulting from (a) a smartphone [5], and (b) a 
multicore platform [6]. The average power conversion 
efficiency of the smartphone platform in Fig. 1(a) is 67%, 
which translates into a 33% total power dissipation in the 
PDN. Fig. 1(b) shows that power loss while delivering 
power to a core in a multicore platform is sometimes more 
than 53%. Therefore, reducing such power losses can 
appreciably reduce the total power consumption of the 
platforms. 

This paper introduces circuit-, architecture-, and 
system-level approaches to enhance the power conversion 
efficiency of various IoT platforms. Starting with detailed 
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models of DC-DC converters, circuit-level methods to 
improve the efficiency of each single DC-DC converter are 
presented first. The presented optimization method is 
validated on a smartphone platform that runs various 
applications. Architectural approaches are discussed for 
the multicore platform. Novel DVFS methods and a 
reconfigurable PDN architecture are introduced to 
minimize the core and PDN power consumption. A new 
design for a multicore platform is proposed to support the 
methods. Finally, a procedure to optimally design organic 
light-emitting diode (OLED) display systems is introduced. 
A reconfiguration PDN to support fine-grain OLED 
dynamic voltage scaling (OLED-DVS) is established to 
minimize the system power consumption.  

The remainder of this paper is organized as follows. 
Section 2 provides some background on the PDN, 
including DC-DC converter modeling. In Section 3, an 
optimization method to improve efficiency of each 
converter in a smartphone platform is presented. Section 4 
describes optimization methods to minimize the power 
consumption of a multicore platform, while Section 5 
introduces design and optimization methods of the PDN in 
OLED display systems. Finally, Section 6 concludes this 
paper. 

2. PDN model 

A PDN typically consists of DC-DC converters that 
can be classified into three types, low-dropout (LDO), 
switched-capacitor (SC), and inductive switching 
converters [5]. Compared to inductive switching 
converters, LDOs and SCs are relatively small and easy to 
integrate. However, inductive switching converters achieve 
higher conversion efficiencies over a wide range of output 
loads, in general. Additionally, utilizing digitally 
programmable controllers enables the inductive converters 
to easily support DVS with fast transient response. 
Therefore, this paper focuses on inductive switching 
converters (simply called converters hereafter) and targets 

them at optimization objectives.  
As shown in Fig. 2, the converter is composed of an 

inductor, capacitors, two switches (either MOSFET or 
powerFET, and a pulse width modulation (PWM) contoller.  

According to the output voltage level that becomes 
higher or lower than the input voltage level, the converter 
is a boost- or buck-type, respectively. The power loss 
model of buck converter Pbuck can be expressed as follows 
[7, 8]: 

 
 buck conduction switching controllerP P P P= + +   (1) 

 
where Pconduction, Pswitching and Pcontroller are the power loss 
from conduction, switching, and PWM control, each of 
which are determined as follows:  
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In Eqs. (2)-(4), RL, RC, Rp, and Rn are the resistances of 
inductor, capacitor, and p-type and n-type switches, 
respectively; D is the PWM duty ratio of the switches, 
which can be expressed as Vout/Vin; Iout is the output 
current of the converter, while (1 ) / ( )out sI D V L fΔ = −  is 
the amplitude of the maximum current ripple, where L and 
fs denote the inductance and switching frequency, 
respectively. In (3), the width and length of the switches 
are represented by Wp and Lp for the p-type switch, and Wn 
and Ln for the n-type switch. Cox is the gate capacitance per 
unit area. In (4), Icontroller denotes the current used in the 
control logic section of the converter. Similarly, the power 
loss model of a boost converter can be modeled. Interested 
readers can refer to Choi et al. [7] and Lee et al. [8].   

From (2) and (3), the power losses due to the switches 
consist of the conduction loss and switching loss. If the 
minimum length minL  MOSFET switches are used, the 
power losses from pMOS (Ppmos) and nMOS (Pnmos) may 
be reformulated by: 
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Fig. 1. Power conversion efficiency traces from (a)
Qualcomm MDP 8660, (b) Sniper with LTC3618. 

 

 
 

Fig. 2. Circuit schematic of an inductive switching DC-
DC converter. 
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where pμ  and nμ  are the hole mobility in the pMOS and 
the electron mobility in the nMOS, respectively; Vpth and 
Vnth denote the pMOS and nMOS threshold voltages. m is 
the tapering factor for the (super buffer-like) gate driver of 
the switches. As Iout becomes bigger, the conduction loss 
becomes the dominant source of the power loss. An 
efficiency graph of Vout and Iout changes is shown in Fig. 3, 
where Pswitching and Pconduction dominant regions are 
indicated conceptually. 

Eqs. (5) and (6) reveal an important characteristic of 
Ppmos and Pnmos—they are convex functions of the change 
in gate width. A smaller gate width reduces the switching 
loss, but increases the conduction loss, and vice versa, for 
a larger gate width. Furthermore, for a given Iout, the 
function to find the optimal widths of the switches can be 
derived by dPpmos/dWp = 0 and dPnmos/dWn = 0 as follows 
[9, 10]: 
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Meanwhile, the power conversion efficiency of a 

converter, η , is calculated as: 
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3. Dynamic switch modulation scheme in 
a smartphone platform 

As mentioned about Eqs. (7) and (8), the optimal sizes 
of the switches that minimize the power loss of a converter 

can be derived when Iout is given a priori. Unfortunately, 
the load conditions of various applications give rise to 
dynamically changing Iout. To tackle thisproblem, 
adaptively turning on or off some of the multiple parallel-
connected switches was introduced [11, 10]. However, the 
different gate voltages required for each switch set by 
Abdel-Rahman et al. [11] need additional DC–DC 
converters, which likely causes control and area overhead. 
Furthermore, although the number of switches and their 
sizes should be determined carefully to achieve the 
maximum efficiency under the given design specifications, 
the fixed number of switches in Abdel-Rahman et al. [11] 
and Kudva and Harjani [10] limits their availa+bility. 
Instead, the multiple switch scheme presented by Lee et al. 
[5] (which is called dynamic switch modulation, or DSM) 
effectively solves the problems.   

Fig. 4 shows a converter schematic for the DSM 
scheme. In the figure, N pairs of switches are supposed to 
be connected in parallel. These switches are arranged such 
that the first switch has the minimum width (denoted by 
Wp1 and Wn1), and the last switch has the maximum width 
(denoted by WpN and WnN). Depending on Iout, a different 
on/off combination of the switches can be used to achieve 
maximum conversion efficiency. More precisely, when an 
effective width is defined as the sum of widths of all 
turned-on switches of the same type, the effective width of 
each type should be nearest to Wp,opt or Wn,opt in (7) and 
(8), according to Iout. Fig. 5 is an example of DSM 
operation with two pMOS parallel-connected switches. In 
the figure, the thi  smallest effective width and the 
boundary current of switch type type are defined as 
Weff,type,i and Ibd,type,i. The boundary current is the 
condition for turning the switches on/off when outI  is 
over/under a certain current value. For instance, from (7), 
Ibd,p,i may be calculated as  

 

 

Fig. 3. Simulation result of converter efficiency
according to Iout and Vout changes. Pswitching and 
Pconduction dominant regions are conceptually
indicated. 

 

Fig. 4. Circuit schematic for DSM scheme. 
 
 

Fig. 5. Example of DSM operation with two pMOS 
switches.  
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Similarly, , ,bd n iI  can be derived from (8).  

To validate the efficacy of DSM for enhancing the 
conversion efficiency, the Qualcomm MDP 8660 
smartphone platform was used. There are 35 modules in 
the platform, and they can be classified into seven groups 
such that each group includes the modules that require the 
same voltage level. For example, a group that requires 
1.1 V has the following modules: internal memory, audio 
DSP, the GPU, and modems.  

Fig. 6 shows the current distribution of this group, 
which is derived from running various smartphone 
applications and exploiting a general smartphone usage 
pattern [8]. The red line in the figure indicates the 
conversion efficiency of a converter equipped within the 
platform. In the figure, the best conversion efficiency 
region is mismatched to the current distribution. In other 
words, the best conversion efficiency region should be 
located in the 150~180 mA region, wherein the current 
distribution has the highest probability. To make them 
well-matched, the widths of both nMOS and pMOS 
switches should be sized down by using (7) and (8), 
respectively. More precisely, the switch sizes should be 
0.3793 times smaller than the original sizes. 

Although the switch sizes are tuned to match the 
current distribution, these sizes are only available for the 
current distribution derived from a certain usage pattern. 
Again, DSM is thus necessary for the varying current 
conditions. Simulation results in Table 1 show that 
applying DSM to the target module group achieves the 
high-efficiency enhancement for a wide load current range, 
when efficiency enhancement Gη  is defined as 
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  (11) 

 

where tunedη  and originalη  are the conversion efficiencies 
with/without applying a sizing method. In the table, there 
are two types of DSM, each of which uses three or four 
parallel switches (i.e., the normalized size of each switch is 

indicated in the table). , ,fixedGη , 1DSMGη  and , 2DSMGη  are the 
efficiency enhancements from the fixed sizing method and 
DSMs with three and four parallel switches, respectively. 
The negative values of , ,fixedGη  in the table mean the 
conversion efficiency decreases, because the fixed-switch 
sizing method works less well under some workload 
conditions, whereas applying DSM results in positive Gη  
in all cases.  

4. Converter Consolidation in a Multicore 
Processor Platform 

One of the most effective techniques for reducing the 
power consumption of CMPs is to dynamically vary the 
supply voltage and operating frequency values applied to 
the process cores in response to load conditions or 
workload characteristics (also known as DVFS). The 
conventional approach is to perform DVFS for all cores in 
a processor (per-chip DVFS). This approach has not been 
able to take full advantage of the power-saving that DVFS 
potentially achieves. For instance, some of the cores may 
not need a high voltage/frequency level, but cannot be 
lowered because of the other cores. To overcome this 
shortcoming, applying DVFS to each individual core (per-
core DVFS) was suggested, and has given rise to excellent 

Fig. 6. Conversion efficiency and general current
distribution of one module group in the Qualcomm
platform. 

Table 1. Efficiency Enhancement Results of the DSM 
[5]. 

 

Fig. 7. A new multicore platform architecture presented 
by Lee et al. [6] to enable per-core DVFS with a 
reconfigurable PDN. 
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flexibility in controlling power [12-14]. Unfortunately, this 
approach can still have the inevitable drawbacks, such as a 
larger footprint, higher power conversion loss, and higher 
control complexity due to the more complicated PDN 
requirement. 

To support per-core DVFS, at least the same number of 
converters as the number of cores should be equipped in 
the platform, each of which inevitably dissipates power, 
and power dissipations from all the converters can result in 
a considerable amount of power loss. Fig. 1(b) is an 
example to show that PDN power loss is sometimes more 
than 53% in such platforms [15, 6]. Of course, the 
previously introduced method to optimize a single 
converter is helpful in decreasing PDN power loss, but 
here comes another novel method that effectively reduces 
the power loss of multiple converters. Furthermore, the 
introduced method ultimately minimizes the total power 
consumption of the system (converters and cores) by 
collaborating with the per-core DVFS scheme. 

The idea starts from the concept of combining some 
cores that operate at the same voltage level and drive 
relatively small amounts of load current so they are 
powered by a single converter. This approach can 
significantly reduce the converter power loss in a 
multicore platform for the following reasons: i) the 
converter used to power multiple cores has relatively high 
load current, and has higher efficiency, according to the 
converter characteristics, and ii) the unused converters are 
turned off to save power. Based on this concept of 
converter consolidation, a new design for the multicore 
platform can be proposed, which exploits (multiple) sets of 
network switches that enable reconfiguration of the PDN. 
Fig. 7 shows the proposed architecture; a detailed 
description will be discussed soon.  

Along with the reconfigurable PDN architecture, two 
optimization methods were presented by Lee et al. [6] to 
minimize the converter power loss, and thus, maximize the 
total energy savings. The first proposed method is a 
reactive approach that configures the PDN based on the 
sensed voltage/current level of each core. Next, a proactive 
method is presented to decide the optimal 
voltage/frequency level of each core when considering 

maximized consolidation opportunities for converters in 
order to minimize the energy consumption of the whole 
system.  

Now, let us go into the details of the presented 
architecture and the two methods from Lee et al. [6]. The 
platform in Fig. 7 has a number of converters and multiple 
cores. There are several groups of reconfigurable 
converter-to-core connection networks supported by 
network switches implemented with power MOSFET 
switches. The converter-to-core network delivers power 
for each core from any converter in the same group. The 
power manager (PM) in a conventional CMP platform 
controls the processor’s operating condition by using the 
DVFS technique. Compared to the conventional 
architecture, the newly added converter consolidation 
manager (CCM) finally controls the core’s frequency and 
voltage levels, as well as the operations of the converters 
and the configurations of the converter-to-core network 
(by controlling on/off states of the network switches).  

Normally, the network switch on/off time, TNS, is much 
smaller than the voltage-level transition time of converters 
TCV [16]. As a consequence, the DVFS setting and network 
reconfiguration can be treated as global and local power 
management, respectively, of the consolidation method. 
The reactive method (as local management) applies only to 
cores operating at the same voltage level determined by the 
power manager. The detailed way to find the connections 
between converters and cores is as follows: the CCM first 
sorts the cores that have the same voltage levels and a 
lower amount of input current than the maximum driving 
capability of a converter. Then, based on the current levels, 
the CCM finds the two cores by merging, in which the 
converter energy savings is maximized. After 
consolidation of those two cores, the CCM keeps repeating 
this procedure until there are no cores available, or the 
converter energy savings from the consolidation method 
for the remaining cores is less than the power loss of the 
network switch transition. 

As global power management, the proactive method 
exploits DVFS techniques to minimize the power 
consumption of all the cores, network switches, and 
converters in the decision period TCV. In the proposed 
method, a trade-off exists between the energy savings by 
DVFS (which is initially determined by the PM) and the 

Fig. 8. Converter consolidation results from a four-core 
multicore platform that runs SPLASH2-Barnes in two 
cores and PARSEC-Streamcluster in two cores. 

Table 2. Simulation results of Lee et al. [6] from 
applying converter consolidation methods to multicore 
processor platforms. 
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reduced energy loss by adaptively turning off the VRs and 
using fewer VRs at higher conversion efficiencies. If the 
CCM determines that the latter option is more beneficial, 
the CCM will not decrease the frequency/voltage levels of 
some cores to the minimum possible level. Instead, it will 
adjust the frequency/voltage levels of the cores to increase 
the opportunities to apply the converter consolidation 
procedure. Note that in order to guarantee that the 
performance (i.e., total execution time of applications) is 
not degraded by the modification of the DVFS schedule, 
an important constraint of the CCM is that the original 
DVFS levels suggested by the PM should be kept the same 
or increased (but never decreased).  

To demonstrate the efficacy of the presented converter 
consolidation methods, a multicore processor simulator, 
Sniper [17], was used, and various PARSEC [18] and 
SPLASH2 [19] benchmarks were performed in the 
simulator. An ILP-based algorithm presented by Kim et al. 
[12] was adopted to derive the original DVFS levels of 
cores that are supposed to be obtained from the PM. 
Finally, Fig. 8 is an example of the simulation results from 
applying the presented methods. The simulation is set to 
have four cores, each of which has two cores to run Barnes 
and Streamcluster. The histogram in the figure indicates 
that converter consolidation can be applied in many cases 
(e.g., Case 0, where four cores are connected to only one 
converter was almost 20% when running the benchmarks). 
Representative simulation results are introduced in Table 2 
[6]. In the table, β is a performance penalty from applying 
the original DVFS levels, in that a higher β means 
applying DVFS more aggressively. The energy loss 
reduction (%) from all the converters and the whole 
platform are defined as GPND and Gtotal, respectively. 

5. Reconfigurable PDN for OLED displays 

As in dealing with the smartphone platform in Section 
2, one interesting factor is a power consumption 
breakdown of the Qualcomm MDP 8660, which is shown 
in Fig. 9. Consuming much of the power in the figure is a 
display system, which is sometimes more than 40% of the 
total. In this section, the display system is targeted to 
effectively reduce its power consumption by exploring 
PDN optimization.  

Among the various types of panel display systems, this 
paper focuses on OLED display systems, which have 
emerged as a promising light source. OLED is a surface-
emitting lighting source, with each pixel comprised of red, 
green, and blue cells. From a power consumption 
perspective, OLED cells with different displayed colors 
have different power efficiencies and different power 
consumption at a given luminance level. As a result, to 
display black, an OLED pixel (with red, green, and blue 
cells) consumes less than 40% of the power consumed by a 
liquid crystal display (LCD) pixel, whereas displaying 
white consumes almost three times as much power as an 
LCD pixel [20].  

To tackle the power efficiency issue in OLED displays, 
many power management methods have been proposed, 
which mainly focus on controlling pixel color composition. 

Some examples are the local dimming method presented 
by Betts-LaCroix [21], and color remapping methods [22, 
23]. Furthermore, OLED-DVS was proposed [24] to 
minimize power dissipation in OLED pixel drivers. Given 
that the luminance of the OLED pixel is proportional to its 
driving current, this OLED-DVS method can maintain the 
image quality as long as the driving current of the OLED 
pixels can be maintained regardless of the voltage scaling. 

Recently, a more aggressive approach for the OLED-
DVS has been investigated [20, 25], which partitions a 
panel into several zones (sub-panels) and applies different 
possible voltage levels to the different zones. Applying 
OLED-DVS to each zone can take full advantage of the 
power-saving the DVS method can offer. Note that, similar 
to the previous discussion about per-core DVFS vs. per-
chip DVFS in Section 4, if DVS is applied to the whole 
panel, some regions of the panel may not need a high 
voltage level, but their voltage level cannot be lowered due 
to the requirements of other regions. This method is called 
zone-specific OLED-DVS. 

In order to realize zone-specific OLED-DVS, multiple 
converters are indispensable, which gives rise to inevitable 
power dissipation due to the converters. Furthermore, the 
finer the OLED panel is sub-panelized, the more 
implementation overhead is required to equip the multiple 
converters [26]. For example, based on the converter 
component prices shown in Table 3, a converter with an 
LT3791 buck-boost LED driver controller, along with one 
inductor, three capacitors, and four powerFETs, costs 
US$19.60. Besides, this converter occupies at least a 
172 mm2 printed circuit board area, which results in 
significant area overhead. To overcome the problem due to 
the multiple converters, let us exploit the reconfigurable 
PDN concept [6] again.  

 

Fig. 9. Power breakdown results of Qualcomm mobile 
development platform. 
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Although the concept is similar to the converter 
consolidation method presented in Section 4, the method 
introduced in this section is inherently different because i) 
the number of converters equipped in the OLED display is 
less than the total number of sub-panels, so the sub-panels 
need to be grouped, and ii) when considering the area 
overhead of converters and the switch network, powerFET 
switches should be adopted instead of MOSFET switches 
because MOSFET switches used in the multicore platform 
cannot drive high current. Hence, for the OLED panel, it is 
necessary to use powerFET switches with a larger 
footprint and higher current driving capability.  

Fig. 10 shows the presented reconfigurable PDN 
architecture for the zoned OLED display [26]. In spite of 
the advantages of the switch network, in terms of 
conversion efficiency and area/cost overhead of the 
multiple converters, the complexity of the switch network 
needs to be controlled, and thus, the number of sub-panels 
that one converter can be connected to should be limited. 
For each converter, the required number of powerFET 
switches linearly increases with the number of sub-panels. 
If the number of subpanels and converters is large, the 
area/cost overhead of switches becomes significant. 
Moreover, using too many switches gives rise to a power 
dissipation increase from the unused switches. Therefore, 
the presented switch network in Fig. 10 is divided into sub-
networks, and each converter (and sub-panel) exclusively 
belong to its own sub-network (i.e., the sub-network forms 
a complete bipartite graph). To determine the sub-network 
size at design time, designers should consider i) area/cost 
overhead of powerFET switches, ii) the maximum current 
that a single converter will inject into the sub-network, and 
iii) the power conversion efficiencies of the converters. A 
sub-network should be designed to be neither too large, 
owing to the requirement for a large number of powerFET 
switches, nor too small, owing to the limited freedom in 
reconfiguration and the low conversion efficiency under 
low load current conditions. 

To demonstrate the effectiveness of the presented 
framework, a 65-inch 4K ultra high-definition OLEDdisplay 
is used. Four 4K images, namely Balloons, Bridge, 
Leopard, and Heidelberg, are explored to apply OLED-
DVS to the target panel, which is divided into 4 by 4 (i.e., 

a total of 16 sub-panels.) The derived voltage level of each 
panel is listed in Fig. 11. Then, three different sub-network 
setups are determined such that each setup delivers power 
to the (upper or lower) eight sub-panels from four, three, 
and two converters. According to the number of converters 
and sub-panels in a sub-network, the proposed methods are 
notated as follows: DVS 8:4, 8:3, and 8:2 imply that there 
are eight sub-panels with four, three, and two converters in 
a sub-network. Table 4 shows the simulation results for 
five different methods, including i) DVS from Shin et al. 
[24] applied to a whole panel that is denoted by DVS 16:1, 
ii) DVS from Chen et al. [20] and Chen and colleagues 
[25] applied to each sub-panel denoted by DVS 16:16, and 
iii) the proposed methods from Lee and colleagues [26]. 
As a reference point, the DVS NO column lists the power 
consumption values without DVS. For the results of the 
proposed methods, the power consumption of the 
powerFET switches (Si1470D) are calculated and included 

Fig. 10. OLED display systems with a reconfigurable
PDN and sub-panels. 

Table 3. Components in a converter/switch network.

Componen
t Spec. Product  Manufac-

turer Price

Inductor 10uH 7447709100 Wurth 
Electronics $3.10

Capacitor 10uF 1EA100WR Panasonic $0.50

Regulator Buck-
boost LT3791 

Linear 
Technolog

y 
$11.80

PowerFET N-
type Si1470DH Vishay 

Siliconix $0.80

 

Fig. 11. Experimental results from applying OLED-DVS 
to 4K images in a 4x4-zoned 65-inch OLED panel.  
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in the table. Price information on each component in a 
converter, seen in Table 3, is used to estimate the cost 
for each method.  

As expected, DVS 16:16 saves more power than DVS 
16:1. In particular, DVS 16:16 achieves remarkable power 
saving with Leopard and Heidelberg, which consume high 
power with pixels at the highest luminance. However, 
implementing DVS 16:16 costs an extra $294, which is 
expensive. On the other hand, compared to DVS 16:16, the 
proposed methods can achieve similar power-saving levels 
at much less expense. Furthermore, if images do not 
require many pixels to have high luminance, the proposed 
methods can save more power than DVS 16:16. For 
example, DVS 8:4 saves 37% for Bridge, but DVS 16:16 
saves 35% thanks to one of the benefits of the proposed 
reconfigurable PDN, i.e., fewer converters, which lowers 
power consumption. In addition, each converter may have 
higher efficiency than the converter used in DVS 16:16. 
Also note that the cost of implementing DVS 8:4 is 
36% lower than DVS  16:16. Finally, the results in 

Table 4 prove that the proposed framework 
consistently achieves high power-conversion efficiency 
and significant energy savings while minimizing the 
overhead of the converters.  

6. Conclusion 

This paper addressed the problem of power conversion 
efficiency in various very large-scale integration platforms, 
where significant power is dissipated by PDNs. To 
accomplish the conversion-efficiency improvement, 
thereby maximizing power savings on the platforms, 
circuit-, architecture-, and system-level approaches were 
introduced. Each presented method was validated on a real 
platform, such as smartphone, multicore processor and 
display system.  

Summarizing this tutorial, the reader should retain at 
least the following fundamental concepts for the design 
and optimization of PDNs.  

- The best efficiency region of a converter should 
match the load current condition in order to maximize 
conversion efficiency. The best efficiency region can 
be tuned by sizing the widths of the equipped 
switches. 

- For dynamically varying load current conditions, a 
multiple (parallel connected) switch scheme can be 

adopted. 
- To achieve the full power-saving potential of a DVFS 

in a CMP, per-core DVFS should be supported. A 
reconfigurable PDN is a solution to minimize the 
power dissipation from multiple converters, which is 
indispensable for per-core DVFS.  

- The reconfigurable PDN operates with two 
algorithms: reactive and proactive converter 
consolidation algorithms. 

- A similar concept for per-core DVFS can be applied 
to OLED display systems, such as a fine-grain (sub-
panelized) OLED-DVS. And multiple converters give 
rise to a similar problem: power dissipation and 
cost/area overhead. 

- To tackle the problem in the OLED display system 
presented, the concept of reconfigurable PDNs can be 
utilized. 
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