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Abstract 

Keeping a system in stable state is one of the important issues of control theory. The main goal of our basic 

research is stability of unmanned aerial vehicle (quadrotor) . This type of system uses a variety of sensors to 

stabilize. In control theory and automatic control system to stabilize any system it is need to apply feedback 

control based on information from sensors.  

Our aim is to provide balance based on the 3D spatial information in real time. We used PID control method 

for stabilization of a seesaw balancing system and the article presents our experimental results. This paper 

presents the possibility of balancing of seesaw system based on feedback information from stereo vision system 

only. 
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1. Introduction 

  There are many types of seesaw models as an unstable system as well as many ways to control and 

balance such kind of systems [1, 2, 3]. This type of system can be used in many applications such as robot 

arm, standing human model, missiles and aircraft taking off and landing systems. The seesaw system we 

tested is similar to a helicopter model. Unstable systems that use feedback control require some sensor 

devices as inputs. The vision system is one of important sensors to create autonomous robot [4, 5, 6]. Camera 

is a basic tool of vision system and main advantage of those systems are they see a space and do noncontact 

measurements. In order to calculate the distance and to create image depth, it is required to use at least a pair 

of cameras (stereo camera). Using stereo camera it become possible to get 3-dimensional spatial information. 

   Behind stereo camera system we consider the stereo image processing methods that use complex 

mathematics that consumes lots of time. But camera system is more effective than other sensors [13]. The 

seesaw system, that is considered in the paper, is represented in Figure 1. 
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Figure 1.Seesaw system 

 

Forces acting on two levers of the seesaw may be expressed by the formulas (1) and (2). 
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Where m1 is mass of a brushless motor, m2 is mass of stereo camera, r1 and r2 are the length of both levers 

correspondingly.  

Using equations, (3-7), we can estimate the angle of seesaw relatively to the horizont and basing on only 

distance information from stereo camera. Estimation of angle, θ, is illustrated in Figure 2.

r2

r1 θ

m2

m1

m1g

m2g

F

d

l

h2h1
a

α
β

 

Figure 2. Method to estimate angle  
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Where h2 is perpendicular distance to balanced seesaw, h1 is triangle height, l is distance from center of the 

seesaw pivot point to the feature point, a is distance from seesaw pivot to the feature point and d is distance 

measured from the stereo camera to the feature point. 
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2. Feature pointdetection and tracking 

 

To generate control signals from stereo image, we used edge detection and image segmentation methods 

to filter object from the background image [7,8]. Also, by determining of the feature points it becomes 

possible to do detecting and tracking the feature points [9, 10]. In computer vision and image processing, 

a feature is a piece of information which is relevant for solving the computational task related to a certain 

application. 

There are many cases where image processing methods are used as feedback information to balance 

seesaw [3, 4, 5, 6]. As before mentioned, the main goal of our research is to investigate possibilities of 

balancing of an object in 3D space basing only on stereo image information. We studied and compared 

several feature point detection algorithms below.  

Marovec’s corner detection method was considered firstly. The main idea is testing each pixel in the 

image to see if a corner is present, by considering how similar a patch centered on the pixel is to nearby, 

largely overlapping patches. The similarity is measured by taking the sum of squared differences (SSD) 

between the corresponding pixels of two patches. A lower number indicates more similarity. 

 

 (   )  ∑ ∑  (   )( (       )   (   ))      (8) 

 

where, I–Image intensity and Eis changes in (x, y) directions. Moravec’s corner detector is used to define the 

local maximum of Min (E). 

The next one is Harris’s corner detection method. This method does not depend on rotation of corners.  

The problem of 45º shifting was solved using formulas (4, 5) and (6). 
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Results of our experiment show Harris method of corner detection is slow and it spend about 30ms.  

In addition, we tested another fast algorithm FAST for corner detection. The detection of corner was fast 

but it caused problems when it tracks a corner. When seesaw start swing the corner became blurred and it 

was unable to detect it. Since the seesaw system should be tested in real-time because the moving object in 

3D needs to be detected and tracked in real time. Based on all of above specific we decide to use the Hough 

circle detection method. The circle Hough Transform (CHT) is a feature extraction technique for detecting 

circles. Using this method we were able to track feature point in real time. 

 

3. Stereo image processing issue 

The results of our research work shows ability of detemine distance or depth (perspective) using stereo 

image information can be seen in our previous work from [12, 13, 14]. Stereo camera’s features used in this 

experiment are 15FPS processing speed, resolution is 640x480 pixels size, and RGB color image 

transmission. Time interval between two serial frames is 60ms. Due to frame rate of the camera, required 

works including circle detection, distance estimation and serial data transmission are needed to be 

accomplished in 60ms. 

https://en.wikipedia.org/wiki/Computer_vision
https://en.wikipedia.org/wiki/Image_processing
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Figure 3.Distance vs difference.  a. 640x480,  b. 320x240  

Tools chosen were Visual Studio 10, OpenCV 2.49. The time for image processing was dependent on 

image frame size; in our case, 640x480 was 160ms and 320x240 was 60ms. The time interval of 160 ms is 

too long to perform a suspension of balance.Therefore, image size 320x240 was preferred for our further 

experiment. Though this method increases the processing speed but the distance was reduced to 45 cm 

between the camera and the circle. Differences of the two experiments are shown in Figure 3.Figure 4 

illustrates the structural scheme of testing of the system. 
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Figure 4.Structural scheme of testing of the system 
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4. Experiment results 

Using stereo image processing, the distance between camera and object can be measured in millimeter 

precision. It is seen that from Figure 3 the distance between camera and the circle was chosen in the range 

350mm to 200 mm. Further the distance information was transmitted by a serial port (9600 baud rate) to the 

Arduino Uno controller to control the propeller velocity. It automatically establishes balancing of the seesaw 

propeller and rotational velocity using the PWM method under PID controller. Figure 5 shows dependence 

of time and distance. 
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Figure 5.Test results 
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5. Conclusions 

This research work presents some results of real time experiments for controlling an unbalanced seesaw 

using periodically acquired information from stereo images created by pair of ordinary web camera. It was 

necessary to have short time to process stereo information.  

At strong fluctuation of the seesaw it was not possible to track the corners of the stereo images due to highly 

smoothed and mixed images with the background between two serial frames.  

Use of relatively large area of pixels instead of single pixel shows more reliable establishment to track the 

object and using the Hough method to identify centers of circles and has been determined distance using the 

stereo image principles.  

Furthermore, the usage of prediction methods could improve the balancing of the seesaw system, short the 

delay and the system will be able to provide fast identification of specific points and more accurate and 

efficient results of balancing. 
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