
Ⅰ. Introduction

Past research on information systems in general 
and on software engineering in particular largely 
ignores the behavioral economics perspective. 

Technical and methodological approaches to system 
development, which evolved over decades (Boehm, 
2006), improved and leveraged technical aspects of 
information systems but, at the same time, failed 
to significantly lower the high failure rates in software 
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A B S T R A C T

Research on information systems and software engineering has often neglected behavioral effects, which may 
play a role in decision making on software development. The current study addresses this issue by empirically 
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an experiment. The negative phenomenon of over-requirement refers to specifying a software system beyond 
the actual needs of the customer or the market, which overload the system with unneeded features. The research 
question addressed here is whether over-requirement is due in part to the emotional involvement of developers 
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that under the endowment, I-designed-it-myself, and IKEA effects, people become emotionally involved and 
overvalue physical items that they respectively possess, self-design, or self-create. The findings of our experiment 
show that participants over-valued features they were assigned to be responsible for, to specify, or to construct, 
thereby confirming that the three behavioral effects play a role in software development decisions and affect 
over-requirement. Thus, the study contributes to software development research and practice from the behavioral 
economics perspective, highlighting the roots of over-requirement.
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development projects, as was reported in the 2009 
Standish Group Report (http://www.standishgroup. 
com/newsroom/chaos_2009.php, cited by Boehm  
and Lane (2010)). In line with the call by Goes (2013) 
to bring in the behavioral economics perspective, 
to which a number of researchers already responded 
recently (Fleischmann et al., 2014; Shmueli et al., 
2015a; Shmueli et al., 2015b), this study shows that 
over-requirement in software development is parti-
ally due to behavioral effects. 

The problem of over-requirement, known also as 
over-specification and gold-plating, refers to specify-
ing a software system beyond the actual needs of 
the customer or the market and, thus, overloading 
the system with unnecessary features (Boehm and 
Papaccio, 1988; Ronen and Pass, 2008). The negative 
phenomenon of over-requirement, pertaining to at 
least 30% of the functionality in software projects 
(Coman and Ronen, 2009), harms projects and com-
panies (Buschmann, 2009; Coman and Ronen, 2010). 
Hence, Boehm (1991) considered over-requirement 
as one of the top 10 software development risks 
and NASA (1992) reported it as one of eight “don't 
do” software-development warnings. Ever since, 
over-requirement has continued to be mentioned 
as a top risk (Baccarini et al., 2004; Bernstein, 2012; 
Houston et al., 2001; Kaur et al., 2013; Khanfar et 
al., 2008; Malhotra et al., 2012; Pass and Ronen, 
2014; Schmidt et al., 2001; Wheatcraft, 2011). 

The list of negative consequences of over-require-
ment is quite long and includes delayed launch, ex-
cessive complexity, cutting off core features to make 
room for over-required ones, going out of business 
for an entire company (Coman and Ronen, 2009; 
Coman and Ronen, 2010), spending resources on 
functionality of no value (Westfall, 2005), defocusing 
away from valued requirements (Elliott, 2007), and 
resource overruns (Buschmann, 2009). Over-require-

ment is associated also with reliability problems 
(Coman and Ronen, 2010; Westfall, 2005) and with 
difficult-to-manage and costly-to-maintain systems 
(Battles et al., 1996; Buschmann, 2010). In fact, more 
functions may paradoxically lead to lower value from 
a user perspective (Rust et al., 2006), so much so 
that when a system does not meet the customer's 
wishes, s/he may opt for another supplier next time 
(Kautz, 2009). Over-requirement is also hardly rever-
sible since any introduced and developed feature, 
whether over-required or not, is rarely removed from 
project scope (Dominus, 2006). 

Most over-requirement reasons are related to the 
behavior of software development stakeholders, in-
cluding the interest of developers, the ambitious de-
mands of users (Ropponen and Lyytinen, 2000), the 
tendency of users and developers to often ignore 
business requirements for the sake of advanced tech-
nology (Buschmann, 2009; Schmidt et al., 2001), or 
the politics involved (DeMarco and Lister, 2003). 
Software developers may introduce over-requirement 
to satisfy their professional interest (Coman and 
Ronen, 2010; McConnell, 1997), to achieve the best 
possible solution (Rust et al., 2006; Westfall, 2005), 
or to fulfil all future needs and add just-in-case func-
tionality (Buschmann, 2010; Coman and Ronen, 
2010), especially when not knowing which features 
will be more important (Anton and Potts, 2003; 
Boehm, 1996). The desire to build one off-the-shelf 
software system that fits all (Coman and Ronen, 2010; 
Rust et al., 2006) or to release improved versions 
on a continuous basis (Coman and Ronen, 2010) 
are two other reasons for over-requirement. With 
an all-or-nothing attitude (Cule et al., 2000), users 
may favour inclusion of costly bells and whistles 
(Markus and Keil, 1994) and coax developers into 
implementing their favourite yet unneeded features 
(McConnell, 1997). Given the negative impacts of 
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over-requirement, these descriptive behaviors ac-
tually contradict normative economic principles. 

It thus makes sense to consider in the context 
of software development the behavioral effects that 
behavioral economists have experimentally investigated. 
While most behavioral economics research on these 
effects referred to tangible objects, as using mugs 
and candy bars (Ariely and Jones, 2008; Kahneman 
et al., 1991), some research referred to intangible 
goods, especially with regard to the endowment effect 
(e.g., Kahneman et al. (1990) and Hoorens et al. 
(1999)). The endowment effect was demonstrated 
by Hoorens et al. (1999) with respect to working 
time and by Kahneman et al. (1990) with respect 
to property rights. Also, it was demonstrated by 
Heyman et al. (2004) in an experiment that emulated 
Internet auctions, that even just imagining possession 
resulted in over-bidding.

The purpose of this work is therefore to show 
that over-requirement is associated with three effects 
demonstrated by behavioral economists: (1) the en-
dowment effect - the tendency of people to overvalue 
their possessions (Thaler 1980); (2) the I-designed- 
it-myself effect - the tendency of people to overvalue 
their self-designed products (Franke et al., 2010); 
and (3) the IKEA effect - the tendency of people 
to overvalue their self-constructed products (Ariely 
and Jones, 2008). The research question addressed 
in this study is whether the emotional involvement 
that evolves upon assuming responsibility for a soft-
ware feature, specifying it, or constructing it, biases 
the importance evaluation of that feature by the soft-
ware developer, due respectively to the endowment, 
I-designed-it-myself, and IKEA effects. An experi-
ment emulating a fictitious software development 
project was conducted to investigate this research 
question, using a 2×2×2 factorial design created by 
manipulating the allocation of responsibility for an 

over-required feature and the specification and con-
struction of its pseudo-code. 

To set the background for presenting the details 
of the experimental method in Section 3, Section 
2 concisely reviews the literature on the three effects 
and presents the hypotheses tested. Then, Section 
4 presents the results while Section 5 discusses the 
limitations of this research and points to future re-
search directions. Section 5 also refers to the con-
tribution of this empirical study to the understanding 
of software developers' perception biases regarding 
feature importance that may lead to sustained 
over-requirement. This paper makes practitioners 
aware that developers are prone to cognitive biases 
due to the endowment, I-designed-it-myself, and 
IKEA effects and alerts researchers to the linkage 
between behavioral economics and software develop-
ment, opening the road for theory development at 
the intersection of both. 

Ⅱ. Theoretical Background and 
Hypotheses 

2.1. The Endowment Effect

Derived from Prospect Theory (Kahneman and 
Tversky, 1979), the endowment effect is about over-
valuation of owned objects (Thaler, 1980), implying 
that ownership positively influences the perceived 
value of the owned object (Kahneman et al., 1990, 
1991). Ariely and Jones (2008) and Kahneman et 
al. (1991) attribute to the endowment effect a positive 
valuation difference between an owner's willing-
ness-to-accept (WTA) for an object and a non-own-
er's willingness-to-pay (WTP) for the same object. 
While showing that the duration of ownership pos-
itively impacts product valuation and perceived at-
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tractiveness (Strahilevitz and Loewenstein, 1998), 
merely touching an object results in perceived owner-
ship and increased valuation (Peck and Shu, 2009). 

Hence, we hypothesize that software developers 
may exhibit ownership feelings while assuming re-
sponsibility for a necessary or a nice-to-have feature 
and attribute a higher value to that feature than other-
wise due to the endowment effect. The first hypothesis 
suggests that upon assuming responsibility for a soft-
ware feature, including an over-required one, there 
is a positive impact on its perceived value. Thus, 

H1: Assuming responsibility for a feature has a positive 
impact on its perceived value. 

2.2. The I-designed-it-myself Effect

The I-designed-it-myself effect is about the psycho-
logical benefit gained by self-designing an object 
(Franke et al., 2010; Ulrich, 2009), implying that 
designing a product leads the designer to overvalue 
it. Franke et al. (2010) demonstrated positive differ-
ences between a designer's WTP for a self-designed 
object and for an identical object designed by others 
and attributed these differences to the I-designed- 
it-myself effect. After controlling for other possible 
explanations such as preference fit, sunk cost effect, 
and mood effect, Franke et al. asserted that the feeling 
of being the originator of the object is the primary 
explanation for the I-designed-it-myself effect. They 
also found this effect to be mediated by a person's 
feeling of accomplishment and to be moderated 
by the quality of the outcome and by the perceived 
contribution to the design process. Hence, we 
hypothesize that software developers may become 
emotionally attached to their creation while specify-
ing a necessary or nice-to-have feature and attribute 
a higher value to that feature than otherwise due 

to the I-designed-it-myself effect. The second hypoth-
esis suggests that upon specifying a feature, including 
an over-required one, there is a positive impact on 
its perceived value. Thus,

H2: Specifying a feature has a positive impact on one’s 
perceived value of the feature. 

2.3. The IKEA Effect

The IKEA effect is about the attachment feelings 
of people towards objects they self-create and implies 
that self-constructing a product positively influences 
its perceived value and leads the creator to overvalue 
that product (Ariely and Jones, 2008; Norton et al., 
2012). Norton et al. (2012) attribute to the IKEA 
effect the positive differences they experimentally 
demonstrated in the WTP for a self-assembled object 
between the constructor and non-constructors, and 
in the WTP of the constructor between a self-as-
sembled object and an identical object assembled 
by others. Their experiments covered a variety of 
object types and showed that this effect holds not 
only for hedonic objects (as origami or Lego models) 
but also for more practical ones (as IKEA boxes). 
Hence, we hypothesize that software developers may 
become emotionally attached to their creation while 
constructing a necessary or nice-to-have feature and 
attribute a higher value to that feature than otherwise 
due to the IKEA effect. The third hypothesis suggests 
that upon constructing a feature, including an 
over-required one, there is a positive impact on its 
perceived value. Thus,

H3: Constructing a feature has a positive impact on one’s 
perceived value of the feature. 
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Ⅲ. Method 

The experiment conducted to empirically test 
the research model (<Figure 1>), including the above 
three hypotheses, used a 2×2×2 factorial design to 
manipulate three dichotomous independent variables 
(endowment, I-designed-it-myself, and IKEA) and 
to measure the dependent variable, Δrank, which 
represents the change in perceived importance rank-
ing order for a specific feature before and after 
manipulation.

The participants in the experiment were advanced 
senior students of Industrial Engineering, majoring 
in Information Systems, who took one of two courses, 
Introduction to Decision Making or Information 
Systems Management, because students in these 
courses had the knowledge and capabilities to 
perform the experimental tasks at the time of 
participation. Incentives for participation included 
an extra bonus point (1 out of 100) to the course 
grade and, to motivate applying the best cognitive 
effort in the experiment, a chance to win one of 
four $70 worth 500GB 2.5" Passport portable external 
hard drives in a raffle (such that the better the quality 

of work, the higher the chances of winning). 
Following a pilot study with a sample of 16 students 
from the same population, performed to test the 
experimental design and manipulations, minor mod-
ifications were made to them according to feedback 
received from the pilot study participants. 

Relying on student participants is common in ex-
periments devoted to behavioral economics research 
(Franke et al., 2010; Kahneman et al., 1991; Norton 
et al., 2012). Recruiting students as participants is 
acceptable as well in experiments exploring behavior, 
behavioral biases, and decision making in the context 
of software development (Andres and Zmud, 2001; 
Keil et al., 2007; Keil et al., 2000; Khatri et al., 2006; 
Umapathy et al., 2008; Williams et al., 2000) or in 
experiments exploring information system invest-
ment (Legoux et al., 2014). 

The experiment took about one hour and involved 
five steps, during which participants were randomly 
assigned to one of eight groups, representing the 
between-subject combinations of the three effects 
being manipulated dichotomously. At the beginning 
of each step, participants were informed of the time 
dedicated to that step and were instructed to carefully 

<Figure 1> Research Model
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read a written mission statement that instructed them, 
as described next, to either complete a paper-based 
questionnaire or perform on paper some other task. 
At the end of each step and prior to the next step, 
the completed papers were collected. The five steps 
detailed next were devoted to the background story 
and the baseline ranking (Step 1), the three manipu-
lations (Step 2 through Step 4, one manipulation 
per independent variable), and the epilogue (Step 5).

Step 1 - Seven minutes were dedicated to the first 
step. To begin with, a written fictitious case about 
developing a software system for remote-banking 
clients was presented to participants, including a list 
of nine functional features (presented in the 
Appendix), deliberately composed to be diverse in 
terms of importance toward the system's goal. To 
measure their perceived value ranking baselines, par-
ticipants were then asked to complete a questionnaire 
and rank the nine features in descending importance 
toward meeting the system's goal (from the most 
important in the first top place to the least important 
in the last bottom place).

Step 2 - Five minutes were dedicated to the second 
step, which manipulated the endowment effect by 
assigning participants with responsibility for one of 
the nine features of the remote-banking system. 
Participants were told in a written statement that 
they assume responsibility to further develop one 
feature of the system in future development phases 
of the project. Half of the participants, who were 
grouped under the endowment condition (endowment 
manipulation = Yes), were assigned the same feature, 
“Presenting my itemized expense report for a specific 
period” (hereinafter the “Experimental Feature”), de-
liberately chosen to be over-required given the 
system's goal. The other half of participants 
(endowment manipulation = No) were not assigned 
the Experimental Feature but were assigned an alter-

native feature, “Presenting my account data - balance, 
savings, etc.” (hereinafter the “Placebo Feature”) to 
emulate a similar manipulation and to control for 
manipulation-related confounding. All participants 
were asked to think about their assigned feature and 
to write on paper, in a given space of two lines, 
their thoughts and comments about it. 

Step 3 - Eighteen minutes were dedicated to the 
third step, which manipulated the I-designed-it-myself 
effect by asking participants to specify in detail, given 
general instructions, the logic and screen layout of 
one of the nine features of the remote-banking system. 
Half of the participants, who were grouped under 
the I-designed-it-myself condition (I-designed-it- 
myself manipulation = Yes), were asked to specify 
the Experimental Feature, while the others (I-de-
signed-it-myself manipulation = No) were asked to 
specify the Placebo Feature. 

Step 4 - Eighteen minutes were dedicated to the 
fourth step, which manipulated the IKEA effect by 
asking participants to construct one of the nine fea-
tures of the remote-banking system. Participants were 
given scrambled pseudo-code of the algorithm asso-
ciated with the feature assigned to them and were 
asked to construct the pseudo-code according to 
guidelines, placing its lines in the right order. Half 
of the participants, who were grouped under the 
IKEA condition (IKEA manipulation = Yes), were 
required to construct the Experimental Feature, while 
the others (IKEA manipulation = No) were required 
to construct the Placebo Feature.

Step 5 - Five minutes were dedicated to the fifth 
and last step of the experiment, which involved filling 
up a two-part questionnaire. In the first part, after 
being informed about management's intention to re-
duce project scope due to resource constraints, partic-
ipants were asked to help management by re-ranking 
the nine features in descending importance order, 



The Dark Side of Emotional Involvement in Software Development: A Behavioral Economics Perspective

328  Asia Pacific Journal of Information Systems Vol. 26 No. 2

as performed in the baseline task in Step 1. In the 
second part, participants were asked to respond to 
demographic and background questions such as gen-
der and age.

To avoid a sequence effect, the description of Steps 
3 and 4 applies to half of the participants. While 
half of the participants were exposed (as described 
above) to the I-designed-it-myself manipulation in 
Step 3 and to the IKEA manipulation in Step 4, 
the other half were exposed to the alternative se-
quence: the IKEA manipulation in Step 3 and the 
I-designed-it-myself manipulation in Step 4. With 
no statistically significant differences found between 
the data collected under these two sequences, the 
sequencing dimension was ignored in data analysis 
that yielded the results presented in the next section. 

The three independent variables (<Figure 1>) were 
manipulated in Steps 2, 3, and 4. In each step, half 
of the participants experienced the endowment, 
I-designed-it-myself, or IKEA effect towards the 
Experimental Feature by respectively being respon-
sible for, specifying, or constructing it. In parallel, 
the other half of the participants performed exactly 
the same tasks for the Placebo Feature. Thus, the 
differences across the two groups in each step were 
related to the assigned feature only, whether 
Experimental or Placebo. 

The Δrank dependent variable measured the 
change in the perceived ranking of the Experimental 
Feature before and after manipulation. This depend-

ent variable therefore measured the change in percep-
tions toward a specific feature (Experimental 
Feature), when the manipulations were either on 
this feature or on a different feature (Placebo Feature). 
Importantly, each manipulation was independent of 
the other two manipulations, yielding eight possible 
combinations of the three independent variables. 

Ⅳ. Results 

Data were collected from 86 participants (40% 
female), most of whom were in their late 20s (37% 
aged 20 to 25; 63% aged 26 to 30). Due to missing 
data for two participants, the usable responses ana-
lyzed were received from 84 participants, being 
distributed in each of the eight experimental con-
ditions as depicted in <Table 1>, reflecting the 
2×2×2 factorial design used to test the research 
model in <Figure 1>.

Prior to manipulations, in Step 1 of the experiment, 
participants positioned the Experimental Feature out 
of all the nine features in the seventh place of im-
portance (ranking mean of 5.79), representing their 
objective valuation of the feature. Overall, partic-
ipants who were exposed to at least one effect (i.e., 
assumed responsibility for, designed, or constructed 
the Experimental Feature) ranked the Experimental 
Feature in the fourth place (ranking mean of 5.23) 
in Step 5 of the experiment, with a statistically sig-

I-designed-it-myself = Yes I-designed-it-myself = No
IKEA = Yes IKEA = No IKEA = Yes IKEA = No

Endowment = Yes 12 10 12 10 Endowment = Yes : 44
Endowment = No 10 10 10 10 Endowment = No : 40

I-designed-it-myself = Yes : 42 I-designed-it-myself = No : 42
IKEA = Yes : 44; IKEA = No : 40

<Table 1> Participant Distribution Among the Eight Experimental Conditions



Ofira Shmueli･Nava Pliskin･Lior Fink

Vol. 26 No. 2 Asia Pacific Journal of Information Systems  329

nificant difference between the before and after rank-
ings (t(73) = 2.855, p = 0.006). Over 90% (76 out 
of 84) of the participants reported that they regularly 
use remote access to their bank account, implying 
pre-existing familiarity with the usage and function-
ality of the nine features referred to in the experiment 
and ruling out the possibility that familiarity ac-
counted for our results. To improve the comprehensi-
bility of the results, given that a negative measure 
of Δrank represents an improvement in value assess-
ment, the arithmetic sign of Δrank and its t-statistics 
were reversed (multiplied by -1) so that increased 
value assessments are positive.

4.1. Ranking the Experimental Feature 
Before and After Manipulation

<Table 2> presents descriptive statistics for the 
ranking means of the Experimental Feature before 
and after manipulation for participants in each of 
the eight experimental conditions. With a lower figure 
representing a higher ranking position, the only group 
in which the ranking mean of the Experimental 
Feature after manipulation reflected a decreased 

ranking position compared to its ranking mean before 
manipulation is the group without any effect manipu-
lation (Endowment = No; I-designed-it-myself = No; 
IKEA = No).

<Table 3> relates to each of the three effects as 
a main effect and it shows the ranking means of 
the Experimental Feature, before and after manipulat-
ing each effect, for participants who were exposed 
to that effect (effect = Yes; worked on the 
Experimental Feature) and for those who were not 
(effect = No; worked on the Placebo Feature) across 
the different conditions of the other two effects. t-test 
results for the differences between the before and 
after ranking means are provided as well, demonstrat-
ing that where effect = Yes, all three effects generated 
statistically significant ranking improvements for the 
Experimental Feature, supporting H1 through H3. 
Where effect = No, in contrast, none of the differences 
between the before and after measures in all groups 
were statistically significant. 

4.2. Comparing Δrank across Features

This sub-section presents the results related to 

I-designed-it-myself = Yes I-designed-it-myself = No
IKEA = Yes IKEA = No IKEA = Yes IKEA = No

Before After Before After Before After Before After 
Endowmen t = Yes 6.33 5.92 5.70 4.70 6.75 5.42 6.00 5.80
Endowment = No 6.60 5.80 4.70 3.30 5.50 5.50 4.40 4.70

<Table 2> Means of Before and After Ranking for the Experimental Feature  

Effect 
effect = Yes; Experimental Feature effect = No; Placebo Feature

Before After t-test Before After t-test
Endowment  6.23 5.48 t(43) = 2.660, p = 0.011 5.30 4.83 t(39) = 1.216, p = 0.231
I-designed-it-myself 5.86 4.98 t(41) = 2.348, p = 0.024 5.71 5.36 t(41) = 1.245, p = 0.220
IKEA 6.32 5.66 t(43) = 2.048, p = 0.047 5.20 4.63 t(39) = 1.631, p = 0.111

<Table 3> Statistics for the Before and After Ranking Means of the Experimental Feature
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the comparison between the Δrank of the 
Experimental Feature and the Δranks of all other 
features for each of the three effects. It is worth 
mentioning that while the previous sub-section has 
compared data obtained from different groups 
of subjects with regard to the same feature 
(Experimental Feature), the current sub-section com-
pares data regarding different features obtained from 
the same subjects. 

Comparing the change between the before and 
after ranks of the Experimental Feature to the change 
in ranks of the other eight features, <Figure 2> presents 
the Δrank means for Feature 1 through Feature 9, 
including Feature 3 (Experimental Feature), for 
each effect (represented by a different grey color). 
After manipulating the endowment, I-designed-it- 

myself, or IKEA effects, <Figure 2> shows that the 
mean Δrank for the Experimental Feature represents 
an increment to ranking order by 0.75, 0.88, and 
0.66, respectively. In contrast, the mean Δrank for 
each of the other features represents either a lower 
increment or a decrement. 

<Table 4> elaborates on the differences observed 
in <Figure 2> by presenting a comparison between 
mean Δrank for the Experimental Feature and for 
the average of the means for the other eight features 
obtained by the same participants for each of the 
three effects. Again, each effect is considered sepa-
rately as a main effect, across the different conditions 
of the other two effects. All comparisons yield statisti-
cally significant differences, strengthening the sup-
port for H1 through H3 by eliminating possible alter-

<Figure 2> ΔRank Means Under the Three Effects for Each of the Nine Features (Feature 3 is the Experimental Feature) 

Effect Experimental Feature Other eight features t-test
Endowment = Yes 0.75 -0.09 t(43) = 2.661, p = 0.011
I-designed-it-myself = Yes 0.88 -0.17 t(41) = 2.484, p = 0.017
IKEA = Yes 0.66 -0.12 t(43) = 2.126, p = 0.039

<Table 4> Statistics for Δrank Means 
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native explanations for the before-after improve-
ments, such as a confounding effect of repeated meas-
urement or a mood effect in which value assessments 
increase as a result of a general enjoyment caused 
by performing the experimental tasks.

Ⅴ. Discussion and Conclusion 

This study addresses the roots of over-requirement 
in software development from the behavioral eco-
nomics perspective by demonstrating the negative 
implications of the endowment, I-designed-it-myself, 
and IKEA effects in the software development 
context. The results of this study show that partic-
ipants came to overvalue an over-required software 
feature that they assumed responsibility for, specified, 
or constructed and positively changed its importance 
ranking position among nine features by advancing 
it on average from seventh to fourth place. This 
mean increase in ranking, recorded when participants 
were made aware of the need to reduce project scope, 
points to overall decreased willingness to exclude 
that feature from scope due to the behavioral effects. 

Additionally, a positive impact of each of the three 
behavioral effects on the perceived valuation of the 
Experimental Feature was demonstrated, confirming 
the three hypotheses put forth in Section II. To help 
control for possible confounding variables, partic-
ipants under no-manipulation conditions were as-
signed to the Placebo Feature, assuring that subjects 
in all the eight experimental groups passed through 
a similar procedure and experienced similar emotions 
and cognitive efforts. 

These findings contribute to practice by alerting 
practitioners that, similar to ownership feelings asso-
ciated with overvaluation due to merely touching 
an object (Peck and Shu, 2009), just assuming respon-

sibility for a software feature might be associated 
with overvaluation. The same holds for specifying 
or constructing a feature. The advice emerging from 
this work for practitioners is to be aware that behav-
ioral effects may impede the objectivity of judgement 
regarding feature value by software developers. In 
other words, asking developers to be responsible for, 
specify, or construct a software feature ties them 
emotionally to that feature and leads them to over-
value that feature at the expense of other features. 
The phenomenon of over-requirement may occur 
upon expecting them to be objective in their recom-
mendations about project scope, particularly about 
scope reduction. 

While this study opens avenues for further explora-
tion of software development processes from the be-
havioral economics perspective, it is important to 
acknowledge its limitations. One limitation is related 
to the use of students as participants and is somewhat 
mitigated by the fact that most participants were 
in their late 20s, toward the end of their academic 
studies, and already held part-time jobs in industry. 
Thus, the findings of the current study can be general-
ized to some extent due to temporal proximity to 
the target population (Compeau et al., 2012). Also, 
the procedure of the current experiment, the cover 
stories, and the tasks to be performed were designed 
to confront participants with tasks, emotions, and 
dilemmas of real software development circumstances. 
Under this setting, findings about the influence of 
cognitive biases on decisions can be generalized from 
students to experts as both groups are likely to have 
similar cognitive limitations and are likely to exhibit 
bounded rationality in decision making (Seddon and 
Scheepers, 2012). 

Another limitation of this study is related to using 
the plan-based methodology as opposed to agile 
methodologies. Due to the generality of the behavioral 
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effects, however, it is reasonable that the findings 
are applicable to agile development because attach-
ment toward a specified feature might influence one's 
judgment upon facing the need to reduce the content 
of an agile iteration. This methodological limitation 
can be overcome by customizing an experimental 
setting to agile development scenarios and both limi-
tations can be overcome in further research by exam-
ining real agile projects.

Another direction for further research relates to 
factors found to impact the magnitude of behavioral 
effects, which can be addressed in future experiments 
and even in real software development projects. For 
example, Bühren and Pleßner (2014) demonstrated 
how the magnitude of the endowment effect is influ-
enced by the way people gain possession over an 
object: simply winning it in a lottery, working in 
order to obtain it, or it being a reward for their 
successful work. 

Another example relates to the observation of 
Norton et al. (2009) that perceived difficulty of a 
construction task is an important factor and that 
the task at hand should be difficult enough but not 
too difficult for the IKEA effect to emerge. When 
the construction task is too difficult, attachment can 
be thwarted (Lowry et al., 2011) as increase in per-
ceived value emerges due to feelings of pride and 
competence (Mochon et al., 2012). 

Franke et al. (2010) found regarding the I-de-
signed-it-myself effect, for instance, that feeling of 
perceived contribution, elevated by the availability 
of more design freedom, positively impacts the per-
ceived value of a self-designed product. Likewise, 
due to the same effect, availability of more alternatives 
and more features during product design were shown 
to lead to higher product value (Dellaert and 
Stremersch, 2005), and the level of perceived con-
tribution was found to be one of the motivational 

factors for the voluntarily participation of software 
developers in open-source Linux development proc-
esses (Hertel et al., 2003). In addition, the effort 
invested in the process seems to play a role regarding 
the magnitude of both the IKEA effect and I-de-
signed-it-myself effect, where the ease of a self-de-
signed process may harm the feeling of being the 
originator and lead to a decrease in perceived value 
(Franke et al., 2010), whereas much effort may in-
crease perceived value (Franke and Schreier, 2010; 
Moreau et al., 2011). All these factors can be taken 
into consideration in future research, testing their 
impact on the magnitude of behavioral effects in 
software development.

In conclusion, our findings suggest that emotional 
attachment to specific software features, generated 
in the course of assuming responsibility for, design-
ing, or constructing those features in the process 
of software development, may lead to biased assess-
ments of feature importance and may result in the 
inclusion within project scope of features that other-
wise would not be included. These findings confirm 
that behavioral economics can serve as a theoretical 
basis for attributing performance problems in soft-
ware development to systematic behavioral biases. 
This study is therefore among the first to draw theo-
retically and methodologically on behavioral eco-
nomics to shed light on the behavioral roots 
of anomalies in software development, such as 
over-requirement. 
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<Appendix> Feature List

1. Presenting my account data (balance, savings, etc.)
2. Ordering new checkbooks 
3. Presenting my itemized expense report for a specific period
4. Transferring money from my account to somebody else's account
5. Listing my credit card charges 
6. Listing my account's transactions for the current month
7. Listing my account's transactions for the last three months 
8. Requesting my transaction reports for previous years 
9. Listing my deposited and withdrawn checks
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