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ABSTRACT. In this paper, we investigate the existence and uniqueness of positive solu-
tions for three-point boundary value problem of nonlinear fractional g-difference equation.
Some existence and uniqueness results are obtained by applying some standard fixed point
theorems. As applications, two examples are presented to illustrate the main results.

1. Introduction

As a matter of fact, fractional differential equations arise in many engineering
and scientific disciplines as the mathematical modeling of systems and processes
in the fields of physics, chemistry, aerodynamics, electrodynamics of a complex
medium, polymer rheology, etc. involves derivatives of fractional order. Fractional
differential equations also serve as an excellent tool for the description of hereditary
properties of various materials and processes. In consequence, fractional differential
equations have been of great interest; for example, see [2, 3, 4, 7, 16] and the
references therein.

The g-difference calculus or quantum calculus is an old subject that was ini-
tially developed by Jackson [13, 14], basic definitions and properties of g-difference
calculus can be found in the book mentioned in [15].

The fractional ¢-difference calculus had its origin in the works by Al-Salam [6]
and Agarwal [1]. More recently, maybe due to the explosion in research within the
fractional differential calculus setting, new developments in this theory of fractional
g-difference calculus were made, for example, g-analogues of the integral and dif-
ferential fractional operators properties such as the g-Laplace transform, ¢g-Taylor’s
formula, Mittage-Leffler function [5, 17, 18], just to mention some.

Recently, the question of the existence of solutions for fractional g¢-difference
boundary value problems have aroused considerable attention. There have been
some papers dealing with the existence and multiplicity of solutions or positive
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solutions for boundary value problems involving nonlinear fractional g-difference
equations, such as the Krasnosel’skii fixed-point theorem, the Leggett-Williams
fixed-point theorem, and the Schauder fixed-point theorem, For examples, see [8, 9]
and the references therein.

El-Shahed and Hassan [10] studied the existence of positive solutions of the
following g¢-difference boundary value problem

{-%D%Xﬂzawfmw% 0<t<1,
au(0) — BD4u(0) =0, ~u(l) —dDyu(l) =0.

Ferreira [11] and [12] considered the existence of positive solutions to nonlinear
g-difference boundary value problems

{@ﬁmwﬂamm,OStSL l<a<2,

u(0) = u(1) =0,
and
{(D&Mﬂ=—f@u@% 0<t<1l, 2<a<3,
u(0) = (Dgu)(0) =0, (Dqu)(1) =45 >0,
respectively.

In this paper, we investigate the existence and uniqueness results for the follow-
ing nonlinear fractional g-difference equations with three-point boundary conditions

(1) (Dgu)(t) + f(t,u(t)) =0, 0<t<1, 1<a<2,
' u(0) =0, u(l) = Bu(§),

where 0 < B¢~ <1,0< ¢ < 1, Dyg is the fractional g-derivative of the Riemann-
Liouville type of order «, and f : [0,1] x [0,00) — [0,00) is continuous function.

2. Preliminaries

For the convenience of the reader, we present some necessary definitions and
lemmas of fractional g-calculus theory to facilitate analysis of problem (1.1). These
details can be found in the recent literature; see [15] and references therein.

Let ¢ € (0,1) and define

_q" -1

—— ack.
-

[alg

The g-analogue of the power (a — b)(™ with n € Ny is

n—1
(a=b)@ =1, (a—b)™ =J](a-bg"), neN, a,beR.
k=0
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More generally, if o € R, then

e _ a0 bd"
0 = [ M

n=0
Note that, if b = 0 then a(®) = a®. The ¢-gamma function is defined by

(1-¢gV

Ly(x) = W, zeR\{0,—-1,-2,...},

and satisfies T'g(z + 1) = [z],T'y(2).
The g-derivative of a function f is here defined by

flx) = flgz)
(1-qx ~

and g-derivatives of higher order by

(Dgf)(w) = f(x) and (Dg f)(x) = Dg(Dg~" f)(x), ne€N.

The g-integral of a function f defined in the interval [0,0] is given by

(D f)(x) = (D f)(0) = lim (Dy f) (),

=1l
z—0

(1, f)(z) = / gt =2l )3 fed)a, w e [0,b]
n=0

If a € [0,b] and f is defined in the interval [0,b], its integral from a to b is

defined by , ,
d,t = dgt — dgt.
/a f(t) ql /0 f(t) ql /0 f(t) qt

Similarly as done for derivatives, an operator I;' can be defined, namely,
(Igf)(@) = f(z) and (I3 f)(z) = I,(I; 7" f)(z), neN.
The fundamental theorem of calculus applies to these operators I, and Dy, i.e.,
(Dglgf)(x) = f(x),
and if f is continuous at x = 0, then
(IgDqf)(x) = f(x) = f(0).

Basic properties of the two operators can be found in the book [15]. We now
point out three formulas that will be used later (;D, denotes the derivative with
respect to variable 7)

[a(t — $)] = a®(t — 5)@, Dyt — ) = [a],(t — s) @Y,
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(qu/ f(a:,t)dqt) (z) = / oDy f(z,t)dgt + f(qz, x).
0 0
Denote that if a > 0 and @ < b < t, then (t — a)(® > (t — b)(®) [11].

Definition 2.1. ([19]) Let o« > 0 and f be function defined on [0, 1]. The fractional
g-integral of the Riemann-Liouville type is [, g f(x) = f(z) and

I NE) = o

/w(m — ) V@) dgt, a>0, xcl0,1].
0

Definition 2.2. ([19]) The fractional g-derivative of the Riemann-Liouville type of
order a > 0 is defined by DJ f(z) = f(z) and

(Dg (@) = (DI “f)(x), a>0,
where m is the smallest integer greater than or equal to a.

Lemma 2.1. ([19]) Let a, 8 > 0 and f be a function defined on [0,1]. Then the
next formulas hold:

(a) (713 f)(z) = IgH7 f(2),
(b) (DgIgf)(@) = f(x).
Lemma 2.2. ([11]) Let « > 0 and p be a positive integer. Then the following
equality holds:
p—1 a—p+k

(I3 Dgf)(x) = (DgIg f)(w) - kz:% Tatk—p+l)

(Dg f)(0).

Lemma 2.3. Let y € C[0,1] and 1 < o < 2, the unique solution of
(DFu)(t) +y(t) =0, 0<t<1,

2 u(0) =0, u(1) = Bue),
is given by
1
ut) = [ Git.asis)dys
where
(2.2) G(t,s) =

7 (1) @TY —pret(g—s) D (gD -7
(I-p&=~NTq(a) :
(Al € ) K ) Nl € S S

(I-p&==NTq(a) ’
LA € ) KAl () Kl

(I=B&>=TT,(a) ’ == =5="

a—1/1_ \(a—1)
e 0<t<s<l{<s
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Proof. At first, by Lemma 2.1 and Lemma 2.2, the equation (2.1) is equivalent to
the integral equation

u(t) = —Igy(t) + Bit* " + Byt®™?, By, By €R,
that is,

t o a—1)
(t—gs)! a- a-
u(t) = 7/0 T.(0) y(s)dys + Bit® ' + Bot® 2.

By the boundary conditions «(0) = 0 and u(1) = Su(n), we have

B Y AN s L U
Bli/o (1—55“‘1)Fq(a)y( )da /0 (1_5§a—1)rq(a)y( )dqs, Bz =0.

Therefore, the solution u(t) of boundary value problem (2.1) satisfies

B t (t _ qs)(a—l) 1 ta—l(l _ qs)(a—l)
0=~ ], ey orhe +/0 TR

1 a—1(¢ (—1)
e s

where G(t, s) is given by (2.2). The proof is completed.

O

Lemma 2.4. The function G(t,s) defined by (2.2) satisfies G(t,qs) > 0 for all
0<s,t<1.

Proof. We start by defining four functions as follows
gi(t,s) =271 (1 = 9) @V — gre (€ = s) @) — (1 =)D (1 - peh,
0<s<t<1, s<¢,
ga(t,s) =t 11 —s) @D — (t—s) @ D1 - e, 0<e<s<t<l,
ga(t,s) =t (1 =)D — gt —s) TV, 0<t<s<E<,
galt,s) =t 11 —s)@V, 0<t<s<1, £<s.
<t<1,s <& Inview of the fact that if

Firstly, we prove g1 (t, qs)ZO 0<s
a>0anda<b<t, then (t — ) >z( —p)(@ [ 1], we get
-

g1(t,gs) =t (1 — gs)@~D 4s) @V — (t - gs)* V(1 - peaY)
—o! ( 1) = (g —gs) ) — (1- %)(H (1- 55a—1)>
>0 (1= g) @D = B(€ — g) ) = (1= gs)* V(1 = pgo 1))

=21 (B¢ (1 - gs)@ ) = (¢ — g5) V)
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N
ot (ﬂi“l(l — e = gt (1) )

21071 (1= g9) @) = (1= )@ ) =0,

Therefore, g1(t,qs) > 0,0 < s <t <1, s <& Similarly, with 0 < ¢! < 1
0<1—p1 <1, we have
g2(t,q5) =t (1 = gs) @™V — (t —gs) V(1 = ge*)
>t (1 — gs) @7 — (£ — gs)( @7V

ot (1 _ geya=1) _ (1 43\

=t 1((1 gs)le 1 (1 t) >

>¢o-1 ((1 - S)W—l) —(1- s)(‘H)) =0,
g3(t,gs) =t (1 —gs) @1 — gt (& — gs) 7Y

a—1 (a—1) a—1 s (v
>t (=g =gt (143 )

>t (1= gs) V(1 - 7Y > 0

It is obvious that g4(t,qs) = t* 1(1 —¢s)@) >0,0<t < s <1, ¢ < s
Hence, G(t,gs) > 0 for all 0 < s,¢ < 1. The proof is completed. O

Let C = C([0,1],R) denote the Banach space of all continuous functions from
[0,1] — R endowed with the norm defined by |lu| = max;cpo,17|u(t)|. Define the
cone P C C by

P = {u € Clu(t) >0, for ¢t €[0,1]}.
Lemma 2.5. Let 7 : P — C be the operator defined by

t(f — gg)(@-D
T /thsﬂsu())ds——/“‘”)f( u(s))dys

t*= (1 — gs)(@= D) B Btoe1(¢ — gs)@D
AT e LRICIRRY A = e N

Then T : P — P is completely continuous.

Proof. The operator 7 : P — P is continuous in view of nonnegativeness and
continuity of G and f. Let 2 C P be bounded, i.e., there exists a positive constant
M > 0 such that |jul| < M, for all u € Q. Let K = maxo<i<1,0<u<nm |f(t,u)] + 1,
then, for all u € €2, we have

1

<K t
) 02 Ol s

|\ Zu(t)] = \ [ ettas st
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Hence, 7 (2) is bounded.
On the other hand, given € > 0, setting

1— BN (a+ 1)e \ 7
6:111111 1,<( /85 )1q(a+ )€> )
K(2— Bgo—1 + BEm)2e
then, for each u € Q, t1,t2 € [0,1], t1 < t3 and ty — t; < J, one has | T u(te) —
T (t1)| < e. That is to say, 7 () is equicontinuity. In fact,

|9u(t2) — ﬂu(tl)\

=|- " M s ul(s)d.s Lo (1 — gs)le—D) eI e
a ’ / (a) f( ’ ( ))dq +/0 (1 _ ﬁgafl)l—‘q(a)f( ’ ( ))dq
/ Bta 1 _ qs)(afl)

S, u(s S tlw S, u(s S
et Hsutdgs+ [ O s,

. t? 1(1_q8)(a—1) Eﬂtix—l(g )(a 1)
/0 (15§a1)Fq(a)f(s,u(s))dqs+/o (1 Ben 1) @ )f(s ,u(s))dys

Plta—g) D e [T
</0 P (o), / F(s,u(s))d,

Ly()
1 tgfl(l —gs)@=1 sV s 1 tf"l(l —gs)@D ule .
+ /0 (1 _ ﬁfa_l) (O() f( ’ ( ))dq /0 (1 _Bfa_l) ( )f( B ( ))dq
ta 1 (a=1) ta 1 a—1)
(1- fa 1 ) Ly(a) US / Bl — ga 1 ) T, () f(s,u(s))dgs

K1) | KO+ 5605 57
“Ty(a+1) (1—-pB&1)Iy(a+1)

In the following, we divide the proof into two cases.
Case 1. 6 <t <ty <1, with the use of mean value theorem,

tg7t =197 <6 Ha—1)(ty — t1) < (a—1)5°7 L,
Case 2. 0 <t <6, ta < 2. Then we have

ty et <t < (20) 7!
Consequently, we have
max{ty ' — ¢ty — ¢} < 200!

and

K(2 - BE~ 4+ BE™)2
Tu(ty) — Tu(t)] < 0" <e.
Fulta) = Tu S e, v )
By means of the Arzela-Ascoli theorem, we have that .7 : P — P is completely
continuous. The proof is complete. O
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3. Main Results
In this section, our objective is to give and prove our main results.

Theorem 3.1. Suppose f(t,u) satisfies

t
(3.1) 0 < limsup max f(t,u)
u—4oo t€[0,1] U

<(1—=p¢ Ny(a+1).
Then the problem (1.1) has at least one positive solution.

Proof. By (3.1), taking into account the nonnegativity and continuity of f, there
exist C > 0,0 < M < (1 — B> Hy(a + 1) such that

0< f(t,u) < Mu+C, for tel0,1], wue€]l0,+00).

< r}

be a convex, bounded, and closed subset of the Banach space E. For u € By, we
have

Let

1
BR{ueP qu/ G(t,gs)dgs
0

1 C
Jull <C H/O G(t,qs)dys|| + R< R+ A= et D)
and
1 1
Fu) - [ Glandg| < [ Gltasiuts) - Cldys
0 0
<max{ M|[ull c }
- 1-— Bgafl)l“q(a + 1)’ 1-— B{afl)l“q(a +1)
<max{ M R+ ¢ )
- 1— &Ny (a+1) (1-p¢>)ly(a+1))’
¢ } <R
(1=p&ly(a+1) ) —
as long as

C

I e T

So, we have .7 (Br) C Bgr. Then, combining with Lemma 2.5, the Schauder
fixed point theorem assures that operator .7 has at least one fixed point in Br and
then the problem (1.1) has at least one positive solution. The proof is complete. [
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Theorem 3.2. Suppose that f : [0, 1] xR — [0, 400) is a jointly continuous function
satisfying the condition

|f(t,u) — f(t,v)] < Llu—v|, for te€][0,1], wu,v € [0,400).
Then the problem (1.1) has a unique positive solution if

(1 - BE"")Ty(0 +1)
bR s pe)

Proof. Defining sup,¢(o 17 [f(#,0)| = K < oo and selecting

| 2K - feomt 4+ )
T (L= g(a+ 1)’
we show that TB, C B,, where B, = {u € C: ||lu|]| <r}. For u € B,, we have

gy Lpa=1(1 _ gg)la=1)
Zutn) < | %|f(s,u(s))|dqs+ / El_(gfaql)}q(aﬂ F(5, u(3))\dys
£ ﬁta—l(g _qs)(a 1)
o (1—=pB¢"1y(a) |f (s, u(s))|dgs
(a—1)

L (t—gs)
< / g () = S, 0+ 15, 0))ls

+

to— 1(1_q8)(a 1) B ) ) )
b (st — 6.0+ 5.0

13 a=1l(e _ gg (a—1)
0 itl—ﬁ(ga f)) Lg(a )(|f(8 yu(s)) = £(s,0)[ +[f(s,0)[)dqs

ft—gs (1 —gs) )
S+ K) (/ Tyl +/o L~ geD)E,(a) ™

¢ Bt (€ — gs) eV 2 - BEt + pE”
+/0 1= ey () dgs | < (Lr+K)(176§a,1>Fq(a+1) <

Taking the maximum over the interval [0,1], we get || Tu(t)]] < r. Now, for
u,v € C and for each ¢ € [0, 1], we obtain

+

t )@
| Zu(t) — Fo(t)] < / =0 s (s)) = (s, 0(s))ldys

[y(a)
1 ta— 1(1 _ qs)(a 1) -
- / (1 Bfa—l) (a) |f(s,u(s)) — f(s, U(S))|dq8

Bt (a 1)
/ (1— 55& 1 (@) If(s,u(s)) — f(s,v(s))|dys
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(¢ as)
<Lllu—] (/o qus
1ta71(1 (a—1) Btoz 1 _qs)(a 1)
+/o (1—5501 4o’ +/ (1- 501 (a)dqs
L(2-pgt +5§a)
T =B g(a+1)

[u =2l = ALapellu—l,

where
L(2— Be*1 4 BE”)
1—péely(a+1)

which depends only on the parameters involved in the problem. As Ap ¢ < 1,
Then, combining with Lemma 2.5, the Banach fixed point theorem assures that
operator .7 has a unique fixed point in C and then the problem (1.1) has a unique
positive solution. The proof is complete. O

Apape = (

4. Two Examples
In this section, we will present some examples to illustrate the main results.

Example 4.1. Consider the following g-fractional three-point boundary value prob-
lem

(4.1) (D2u)(t) = (2u? +91;)(+2 1+ sinv)
w(0) =0, u(1) = Bu(®)

, tel0,1],

where o = 1.5 and 8 = £ = ¢ = 0.5. By simple computation, we can easily have

t
0 < limsup max 1t

~ 0.666667 < (1 — BE* Ty (o + 1) ~ 0.769655.
u—+oo t€[0,1] U

Thus, all the assumptions of Theorem 3.1 holds. Consequently, the conclusion
of Theorem 3.1 implies that the problem (4.1) has at least one positive solution.

Example 4.2. Consider the following ¢-fractional three-point boundary value prob-
lem

o _ e " u(t)]
(4.2) (Dgw)te) = G+ @) ' © 0.1},
u(0) =0, u(l) = Bu(f),

where = 1.5 and =& = ¢=0.5. Let

e"'t\u|

(6+e ™) (1 + |ul)’

f(tau) =
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Clearly, L =1/6 as |f(t,u) — f(t,v)| < 1/6|u — v|. Further,

 aga-t o _ 0.5 1.5
2L(2 - &7+ BE%)  2(2—05+05"° +05%0.5%) o000
(1= pe"NTy(a+1) ~  6(1-05%0.5%9)Ty5(25)

Thus, all the assumptions of Theorem 3.2 are satisfied. Therefore, the conclusion

of Theorem 3.2 implies that the problem (4.2) has a unique positive solution.
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