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Abstract: Regarding global and local factors of a set of features, a given single image or multiple 
images is a common approach in image processing. This paper introduces an application of an 
adaptive version of non-local filter whose original version searches non-local similarity for 
removing noise. Since most images involve texture partner in both foreground and background, 
extraction of signified regions with texture is a challenging task. Aiming to the detection of visual 
attention regions for images with texture, we present the contrast analysis of image patches located 
in a whole image but not nearby with assistance of the adaptive filter for estimation of non-local 
divergence. The method allows extraction of signified regions with texture of images of wild life. 
Experimental results for a benchmark demonstrate the ability of the proposed method to deal with 
the mentioned challenge.  
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1. Introduction 

Patch similarity observation is fundamental image 
patches analysis which is generally capable for various 
application, such as denoising, tone mapping, edge editing 
and abstraction [1]. The patch analysis is followed by 
edge-keeping filters which are designed specifically for 
removing noise and preserving edge at the same time. The 
approach has also been proven successful by the use of 
observations in a neighborhood of a pixel of the interest, 
for example, Yaroslavsky’s filter [2], the bilateral filter [3] 
and Susan filter [4] to distinguish edges from noise. Hence 
the filters allow to keep edges and eliminate noise.  

The edge-keeping fitters can be done empirically, 
providing high certainty, but only for the cases where the 
patch similarity are well distributed locally, which permits 
observation in neighborhood to be rational. Due to the 
existence of the sparse distribution of similarity, the 
prevailing local approach in the field is turning toward 
combining it with non-local imaging modality and 
realizing patch similarity observation from the whole 
image.  

Among several techniques checking similarity in all 
places the non-local mean (NLM) filter is based similarity 
measure of patches with the weighted Euclidean distance 
[5]. Notable examples of the NLM are denoising by 

adaptive nonlocal regularization with Bregmanized 
methods [6]. 

The observation for similarity is analytical for edge-
based functions and not suitable for region-based detection 
of visual attention. Hence we introduce a new version of 
NLM filter which is suitable for this mission. The article 
proposes a novel saliency method where the adaptive non-
local mean filter focuses on observation of divergence of 
patches from the whole image. 

Very often, the natural photos involve the texture of 
landscape, and wild animals, whose outlook is very similar 
to the environment to survive. Thus texture can be seen in 
both foreground and background posing challenge for the 
computation of visual attention. The adaptive NLM filter is 
able for patches analysis as a basic, employing the local 
symmetry factor as an additional constraint to the filter, in 
order to obtain better estimation of visual attention.  

In this studies, we test the adaptive NLM filter on a set 
of natural images of a benchmark image set [7] providing 
user templates for quality metrics estimation. The 
contributions of our approach include two aspects:  

•  A novel adaptive non-local mean filter for observing 
divergence of patches. The method analyzes patches 
in spatial distance checking how the patches are 
distinct;  

•  A method for detection of visual attention using the 
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adaptive NLM filter which is assisted by symmetry 
analysis. The experimental results of method are 
analyzed and discussed. 

The adaptive NLM filter is implemented for extraction 
of regions in high visual attention. It applies adaptive 
Gaussian weights for measurement of intensity difference 
while keeping particular Gaussian weights for spatial 
distance.  

Let’s take a look at an example illustrated in Fig. 1 for 
getting brief concept of the algorithm. Input image initially 
blurred is showed in Fig. 1(a) Interest points found by 
gradient based filter are illustrated in Fig. 1(b) and visual 
attention region detected by the adaptive NLM filter is 
presented in Fig. 1(c).  

The rest of this paper is organized as follows. The next 
section describes related works. Section 3 outlines the 
scientific background, of a new saliency detection 
algorithm taking into account the interest points and the 
dissimilarity analysis. The performance evaluation section 
includes the evaluations and discussion on the experiment 
results. Finally, we conclude this paper in the last section. 

2. Related WorkS 

Extensive efforts have been devoted to the research of 
visual attention to obtain consistent functionality which 
can be implemented for image segmentation, object 
detection and other media applications. We present briefly 
some works relevant to our method. 

2.1 Saliency Detection 
A method of self-resemblance is proposed in [8] where 

matrix cosine is used for measure of the likeness of a pixel 
to its surroundings. The method produces a saliency map 
whose each pixel is assigned a statistical likelihood of 
visual attention of a feature matrix. Our method is focused 
in feature distinction instead of feature similarity, and the 
method’s measure checks the distinction between a patch 
around a pixel and its surroundings. 

To allow combining top-down information with 
bottom-up visual features, the proposed method in [9] 
involves natural image statistics of a Bayesian framework 

for collection of natural images providing an explanation 
for search asymmetries observed in humans. Our method 
performs visual attention search considering interest points 
that is derived in symmetry.  

Conditional random field (CRF) is exploited for 
saliency measure in [10] with a statistical framework for 
local feature contrast in illumination, color, and motion 
information. Our method focuses on non-local contrast but 
not local in color and illumination by the adaptive non-
local filter. 

2.2 Saliency and Interest Points  
There is investigation on incorporating region of visual 

attention and interest points. The interest point detectors 
are suggested in [11] to select those features which are 
most appropriate or salient. Other method for feature point 
detection by saliency is noted in [12] where saliency is 
computed by a global optimization process constrained by 
volumetric conditions and points are discovered as the 
extrema of the saliency response. Our method is to select 
salient region suitable for interest points in contrast. 

The relationship between the interest point and the 
visual attention is outlined in [13] reporting the 
performance of different interest point models in 
predicting the visual fixation. The work assumed that the 
region with many interest points has more confidence to be 
the fixation of human eyes. Agreed with this notion our 
method realizes visual attention search regarding to the 
interest points. Though, the way to search is distinct by 
applying non-local search of patches divergence. 

A spatio-temporal attention detection framework is 
presented in [14] for detecting both attention regions and 
interesting actions in video sequences. Interesting regions 
and points in images are established and then combined. 
Our method searches interesting regions which is based on 
spatial distribution of interest points. 

Designing interest operators based on human eye 
movement statistics is studied in [15]. Their saliency 
measures are reported well associated with contrast which 
is assumed to be one of the most visual attention features 
in human low-level vision. Our method is focused on 
contrast but on the level of patches with non-local search 
for patch divergence. The method is outlined in next 
section. 

3. The Proposed Method 

3.1 The Interest Points 
The points of interest in images can specify salient 

features so they are capable of guiding detection of salient 
regions. The distribution of interest points may illustrate 
visual focus. With consideration of assumption of 
symmetry of most naturel object, interest points detection 
can be performed with symmetry investigation [16]. 
Starting with the gradient of second order g2(x) of a pixel x, 
its pair of neighborhood pixels p+(x), p-(x) in distance w 
which are affected by the pixel x can be identified: 

  
(a) Input (b) Salient map (c) Region in 

visual attention

Fig. 1. An example of using the adaptive NLM filter to 
detect visual attention.  
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The orientation o is updated with p(x) and the 

magnitude m of the affected pixels are accumulated by 
value of the gradient g2(x): 
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The symmetry s(x) for a pixel is evaluated by the 

orientation o(x) and magnitude m(x) with scaling factor k 
for magnitude normalization: 
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The measure uses the Gaussian weights of spatial 

distance and the orientation weight to aggregate affect 
magnitude for each pixel. Thus local maxima of the 
estimation of the symmetry s can be the fundament to 
identify interest points. The whole calculation is based on 
the second order gradient and its affect analysis on 
neighbor patches. The estimation of symmetry now is 
implemented for further analysis of salient region. 

3.2 The Adaptive Non-Local Mean Filter 
The non-local search in large meaning represents the 

search for similarity of patches located in whole images 
while local search scans the similarity in narrow 
neighborhood. In denoising, the non-local mean filter [5] 
analyzes not only the intensity u(x) in a single point but the 
geometrical configuration in a whole neighborhood N(x).  
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The similarity measure applied the Gaussian weight G 
with deviation σ. Involving weighted average of all the 
pixels in the image space Ω for each pixel the filter 
produces smoothing effect with a parameter h: 

 

 
3

1
( ) 2

( , )( ) exp( ) ( )c x

nlsim x yf x u y dy
hΩ

= −∫  (8) 

       3 2

( , )( ) exp( )nlsim x yc x dy
hΩ

= −∫  (9) 

 
The similarity measure in the NLM is capable for noise 

remove and making image smooth. In order to detect 
visual attention regional distinction is need to be estimated. 
As the non-local similarity can be get with (5), the non-
local dissimilarity is identified by (10) in the adaptive form 
of (5): 

 
 ( , ) 1 ( , )nldis x y nsim x y= −  (10) 

 
It is preferable to take symmetry based interest points 

estimation s(x) to analyze the dissimilarity by (11). Hence 
the adaptive non-local mean filter by (12) arrives the 
measurement for salient region: 
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From the analysis of symmetry, similarity, and the 

dissimilarity we obtain a model for visual attention 
detection with corresponding consistent formula of the 
adaptive non local filter. The analytical method is then 
implemented to a novel saliency algorithm, described in 
next section.  

3.3 The Algorithm 
The concept and pseudo code for the detection of 

visual attention combining information of interest points 
and dissimilarity estimation by the adaptive non-local 
mean is presented in Figs. 2 and 3. The algorithm consists 

 

 

Fig. 2. Concept of detection of salient region with the adaptive non-local mean filter. 
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of two major stages: interest points plan estimation and the 
salient map calculation. The third stage is for further image 
manipulation tasks like region extraction and selective 
region enhancement. 

To demonstrate results of each stage, an example is 
shown in Fig. 4. Image in Fig. 4(a) is u(x), which has 
interest points in Fig. 4(b). The adaptive non-local mean 
filter produces the map v(x) in Fig. 4(c). Line 10 of pseudo 
code extracts region in high visual attention illustrated in 
Fig. 4(d). It’s possible to improve contrast for the region, 
demonstrated in Fig 4(e). Thought the wild animal image 
of the example contains texture in both foreground and 
background, the marked region in Fig 4(d) shows suitable 
estimation of saliency. 

The stage of estimation for interest points takes two 
double loops performing for n time with the size of image 
by n, multiplied to the size of patch w, results computing 
complexity O(wn). The adaptive non-local mean filter like 
its straight vision performs search of dissimilarity of 
patches located in whole images, acquires time complexity 
O(wn2). Hence the total complexity is O(wn2). 

4. Performance Evaluation 

600 of wild animal images are selected from a general 
saliency benchmark [7] were used as test cases for the 
algorithm. Most of the original images are textured in both 
foreground and background. The symmetry are applicable 

for most of foreground objects in the actual collection of 
animals. Though this is relevant also for background. The 
test cases are tested with mentioned related methods [8-10] 
for performance analysis.  

A number of examples from the test is demonstrated in 
Table 1. The names of methods in the first column reflect 
the results of the method applied for input images shown 
in the first row. A window is built from salient map of 
each method for checking similarity with manual 
segmentation templates which are provided by the 
benchmark [7]. These cases present wild animals in 
textured images where both foreground and background 
can be textures. 

The performance of the new algorithm was 
demonstrated on a range of wild animal images from a 
benchmark and compared with three remarkable methods 
from the literature. Each benchmark image has its three 
manual segmentation templates for quality estimation.  

The templates are used for metrics calculation 
including Mean Square Error (MSE) and averaged Sum of 
Absolute Differences (SAD).  

 
 ( )21
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Table 2 presents the performance with MSE and SAD 

metrics. The best score are marked in bold. Proposed 
PAMF achieved the best MSE score and averaged SAD, 
while Self-resemblance method [8] gained the best SAD. 

The experiments were performed with two parameters. 
The deviation parameter σ is for managing Gaussian 
weights, σ=.5 in the test. The lower values of σ make the 
weights flat. The h parameter regulates degree of the 
adaptive non-local mean filtering. Its value was set the 
same value of w- the size of working frame of filter. Large 
value of w follows extensive computing time as we have 
O(wn) as discussed in the beginning of the section. The 
parameter should not too small to cover texture feature for 
patches dissimilarity analysis. With the image width of 250 
pixels the frame size is set to w=5 in our test. This 
parameter can be regulated depending the average size of 
texture. 

Thus quality of points affects to the salient map. 
Considering symmetry in detecting points, the method may 
lead to inconsistent output when the symmetry rule is not 
applicable to the input image, or it appeared strongly in the 
background objects. Example shown in Fig. 5 illustrates 
the case of making noise of points which is followed by 

Fig. 3. Algorithm 1. 

 

  
(a) Input image u (b) Interst points (c) Saliency map v (d) Extracted region (e) Selective enhancement

Fig. 4. An example of Algorithm 1. 
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uncertain salient region. 
This suggests that the distribution of interest points 

should be considered and regulated before taking the 
dissimilarity analysis by the adaptive non-local mean filter. 
Again, the complexity of the filter is not linear. The filter 
can be studied for another version to promote the 
performance. This is reserved for our further study for 

improvement. 

5. Conclusion 

In this paper a novel saliency detection method has 

Table 1. Saliency Detection For Wild Animal Images.
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Table 2. Performance for Collection of Wild Animal Images. 
 

Method MSE SAD 

A. Self-resemblance [8] 0.1414 0.3019 

B.  Bayesian framework for saliency 
using natural statistics [9] 0.1410 0.3648 

C.  Segmenting Salient Objects 
from Images anVideos [10] 0.1895 0.3536 

D. Proposed PAMF 0.1342 0.3390 
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been proposed. The algorithm is robust against texture 
appeared in wild animal images. By employing a suitable 
interest point detector, the resulting estimates are precise 
and efficient for textured images. The adaptive non-local 
filter is potent and stable for dissimilarity analysis. 
Furthermore, the available filter provides essential tools 
for many different types of images, particularly in regard 
to object detection often seen in natural images.  
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Fig. 5. Case of sparse points. 
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