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Introduction 

The development of the smart device which contains the 
imaging module in addition to computing module enables us 
to build augmented reality (AR) system which visualizes the 
real-image and valuable information processed inside of the 
device simultaneously. There are several researches about the 
AR system for supporting medical surgery (1-5). Those type of 
research can be applied in the various area of medicine (e.g. 
dentistry, hepatic surgery). For example, Liao (1) proposes the 
3D AR navigation system with autostereoscopic images. Their 
system aims to provide integrated videography (IV) image-
guided therapy. AR can also support the medical education. 

Kamphuis (6) gives a comprehensive review of the potential to 
offer a highly realistic situated learning experience supportive 
of complex medical learning and transfer. 

In the AR system, the virtual image synthesized with the 
real image is drawn by the rendering of virtual objects. Ren-
dering is the computer graphic process which visualizes the 
virtual object in an image. There is sort of rendering tech-
niques which draw the 3D virtual objects into an image – ras-
terization, ray-tracing. 

For the reason of computational complexity, rasterization 
method which belongs to the local illumination category is 
widely used for rendering in AR system. The rasterization is 
pipelined processed. At first, the virtual objects described as 
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polygons in the 3D scene are transformed into the camera coor-
dinate. Then those in camera space are projected onto the 2D 
plane via orthographic projection. Once polygons of each vir-
tual object projected, those polygons outside of viewing win-
dow are clipped out. The scan conversion step is followed. It 
converts the vector image produced from orthographic projec-
tion into a raster image which is displayed on the screen. Since 
those steps can be carried out by fixed function hardware with-
in the graphics pipeline, it is considered as suitable choice for 
real-time process of AR system. 

However, in the aspect of visual quality of experience (QoE), 
the image produced by rasterization is not satisfactory. This is 
because of the fact that it is local illumination technique which 
not takes the phenomenon which can occur in the real world 
into account. Effects such as indirect lighting, transparency 
and mirror like reflection are ignored. Even existence of sever-
al tricks to produce those phenomena, it is hard to exactly de-
scribe those effects. In contrast, ray tracing categorized as global 
illumination technique accounts for those effects by adopting 
an intuitive illumination model. The original work of ray-trac-
ing technique is Whitted ray-tracing model proposed by Whit-
ted (7). This model utilizes the concept of the ray. The rays shot 
from virtual light source (forward method) or the screen (back-
ward method) traverse entire 3D scene. Then each ray com-
putes the surface irradiance of objects which they intersect. Then, 
rays are reflected or transmitted based on material properties 
assigned to the virtual object. After several reflections and trans-
mission, the pixel values of an image are calculated by blending 
those rays which arrive at that pixel. As we can see in the Fig. 1, 

the image produced by ray-tracing method is more plausible. 
In general, the ray tracing method considered as not suitable 

method for real-time applications (e.g. AR) since this method 
needs to compute the path of all rays which incorporates drastic 
computational time. Recently there are several works about hard-
ware implementation of the ray tracing. For example, Nah (8) 
demonstrates about real-time applicability of his ray-tracing 
hardware on mobile devices. Based on those, if information of 
real-scene such as light source, material parameters and trans-
parency of objects are given, we can produce visually plausible 
virtual image which would be synthesized into an image in AR 
system. 

However, most case those information for the ray-tracing are 
not available in real-scene. Therefore, it is essential to estimate 
those including light source, properties of each material in the 
scene. In this paper, we review several methods related to esti-
mating those. The remainder of this paper is organized as fol-
lows. Section II is about the description of ray tracing method. 
Section III introduces the methods related to geometric infer-
ence including semantic segmentation and 3D reconstruction. 
Section IV is about estimating light source from a real scene. 
Then we will present some of works about estimating material 
properties which contain diffuse, specular reflectivity and 
transparency in Section V. In the last section, we present con-
clusion

 

Ray-Tracing

Tuner Whitted proposed the Whitted ray-tracing model to 

Fig. 1. Comparison between (A) Rasterization based and (B) Ray-tracing based Rendering Scenes.  
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render objects realistically as follows

where I is a reflected intensity, Ia is a reflection due to ambient 
light, kd is a diffuse reflection constant, ks is transmission coef-
ficient, N

_

 is a unit surface normal, (L
_

i) is a vector in the direc-
tion of jth light source, S is a intensity of light incident from the 
s_ direction and T is an intensity of light from the t

_

 direction.
According to the ray-tracing model, when an incident ray from 
the direction i

_

 is reflected to the direction s_ and refracted to the 
direction t

_

, the final intensity I of Eq. (1) is determined by the 
sum of the reflected light S and the refracted light T, where the 
coefficient ks and the transmission coefficient kt denote reflec-
tance and transparency, respectively as shown in Fig. 2. The 
reflection direction s_ can be easily obtained, since the angle of 
incidence is equal to that of reflection. The refraction direction 
t
_

 is determined by the object characteristic, and the refractive 
index kn is obtained by Snell’s law.
By using the ray-tracing model, it is able to render objects real-
istically with shadow, reflection, and refraction effects of the 
object. However, we need to know the 3D geometric informa-
tion of objects, properties of light sources (the number of light 
sources ls, the direction of light sources (L

_

i), and the object 
properties (transmission or transparency coefficient k_l, re-
fractive index or the index of refraction kn, diffuse coefficient 
kd, reflection or specular coefficient ks) in advance.

Geometric inference

Segmentation
Semantic segmentation is undoubtedly one of the most im-

portant topics in image processing and computer vision. There 
have been a huge number of methods proposed to solve the 
problem of salient object segmentation. Classically, there are 

three approaches: thresholding, region growing, and graph-
based methods (9-13). Later, along with the development of deep 
neural networks (CNNs) in the problem of image classification, 
researchers also make use of these models to solve the problem 
of semantic segmentation due to the powerful ability to extract 
useful high-level features from a raw image as well as the capa-
bility of utilizing prior knowledge such as labels or ground-
truth maps (14-18). 

Conventional approach
One of the most basic methods in the conventional approach 

is thresholding. In this method, we usually compute the histo-
gram of an image, and hopefully we can find a suitable thresh-
old so that objects can be separated. The threshold can be found 
either manually or automatically. One way to automatically 
define the threshold is that we estimate some probability den-
sity functions for the histogram and then establish a threshold 
so that the total misclassification error is smaller. Two prob-
lems associated with this method are that it does not consider 
the spatial correlation at all and also, only gray values are used.

The second category in this approach is region growing meth-
ods. In general, the user initially selects some seed points and 
for each seed point, the algorithms will check whether the neigh-
boring pixels belong to the region. The process is looped and in 
some way resembles to clustering algorithms. Famous methods 
in this category can be named such as split-and-merge and wa-
tershed algorithms. Several issues about region growing meth-
ods include the choice of initial seed points, computationally ex-
pensive, sensitivity to noise and no global view of the problem. 

The last category in the conventional approach is graph-based 
models. In these methods, a graph is defined so that each node 
is associated with each pixel and there are edges connecting ad-
jacent nodes. Each edge gives energy which is defined by some 
similarity measure so that edges in the same group have high 
energy while those in different groups have low energy. By find-
ing the minimum cut to separate each group, we can optimally 
partition the graph and achieve good segmentation result. 
Some famous graph-based methods can be found in (13, 19).

Deep learning-based approach
The first practical CNN was trained to recognize hand-writ-

ten digits through backpropagation and became worldwide fa-
mous after the ImageNet classification challenge (20-21). A 
myriad number of models have been proposed to deal with the 
recognition and classification problems. The power of CNNs 
lies in the high-level feature extraction after they are trained prop-
erly through efficient backpropagation. Acknowledging this 
potential of CNNs, researchers may either customize these mod-Fig. 2. Whitted ray-tracing model (7).
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els or come up with new network architectures to suit the prob-
lem of semantic segmentations. Inputs of the CNNs are a set of 
RGB images and sometimes include depth information. In con-
trast to the recognition or classification problem where outputs 
usually comprise a relatively small number of classes, the out-
puts of these methods are maps whose sizes are some multipli-
cation of the input images because the semantic segmentation 
problem requires CNNs to make predictions for each pixel on 
in image. This is often referred as dense prediction. The dense 
maps produced by CNNs are very coarse and in order to enhance 
the results, researchers usually use some techniques such as su-
perpixels, conditional random fields and recurrent neural net-
works to smooth the segment maps. Compared with the con-
ventional techniques, CNN-based methods achieve significantly 
better segmented maps, especially on images having a large 
number of objects. However, a drawback of these models is that 
they need an enormous number of data to be properly trained. 
Nevertheless, many new models are increasingly introduced to 
increase the segmentation accuracy as well as decrease the 
computation time so that they can deal with real-time prob-
lems in our real-life situations.

3D reconstruction
In the Augmented Reality, it is necessary to obtain the 3D in-

formation of a scene, objects in the reality to synthesize real im-
age and the virtual image naturally. Because we can calculate 
the position of virtual object using these 3D information.

Karsch suggested the method of rendering synthetic object 
in the image (22). In this method, at first, calculate the 3D struc-
ture of real image and then estimate the 3D position and illu-
mination of light of real image (23-24). Also, calculate the 3D 
position of the objects which are needed for rendering in the 
real image and reconstruct the 3D space using pre-calculated 
3D scene, light, and 3D objects. Finally, add a virtual object to 
obtain the final rendered image like below Fig. 3. However, 
there are several drawbacks to this method. First, they can ob-

tain the 3D scene only in the restricted situation. And also, they 
cannot obtain the information of 3D objects automatically. The 
user has to decide the 3D objects manually. Finally, this method 
is inappropriate to use for Augmented Reality because it is not 
implemented in real-time.

For 3D reconstruction, using RGB-D camera is more com-
mon method than using only images. The representative meth-
od of 3D reconstruction in real-time is Kinect Fusion (25). Like 
Fig. 5, we can reconstruct human, object, scene in real-time in the 
process of depth map conversion, camera tracking, volumetric 
integration and ray-casting. This method is very useful for re-
al-time reconstruction, but it takes long time to synthesize sev-
eral scenes and the mesh is not accurate.

To compensate for weakness of Kinect Fusion, Whelan sug-
gested “Elastic Fusion” which is based on SLAM (Simultaneous 
Localization And Mapping) (26). This system is able to capture, 
on line, comprehensive dense globally consistent surfel-based 
maps of a room scale environments with a RGB-D camera. 
The method uses a system which alternates between tracking 
and mapping phases. The map is separated into two parts, the 
active part recently observed, which is refined by new measure-
ment and the inactive part no been observed during a period 
of time. Every frame, attempt to register the portion of the ac-
tive model within the current estimated camera frame with the 

Fig. 3. The rendered image (22).

Fig. 4. The result of Elastic Fusion.
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portion of the inactive model underlaid within the same frame. 
The result of Elastic Fusion is Fig. 4. Through the following 
Table. 1, Elastic Fusion is better than other SLAM algorithms 
in accuracy.

Light Source Estimation

Augmented Reality (AR) is one research area in the Comput-
er Graphics (CG) that renders virtual objects into the real world 
which is shown by the camera. The main objective of this re-
search is making the virtual object looks natural so that users 
think the object is really existed one.

To enhance a realistic AR experience, the virtual and the real 
world have to be rendered into the same light model. Ideally, 
the viewer should not be able to tell the difference between vir-
tual and real. This is what is known as visual coherence. The 
main distinguishing aspects of AR are that visual coherent ren-
derings must be generated in real time and with a limited amount 
of preparation. This turns out difficult problem and thus visual 
coherent rendering is still not a standard feature of commercial 
AR applications.

To estimate light source estimation, there are two ways, one 

is a light probe method and the other one is a probeless method. 
The visual effects in animation and games industries have suc-
cessfully used a light probe to accurately capture the incident 
light field in a scene. The scene is photographed after inserting 
the light probe at one or multiple key location. The light probe 
is a simple calibration object of known size, shape and reflec-
tance properties. This method is successfully used to acquire 
very detailed illumination environments, which can be used to 
render synthetic objects (27). However placing a light probe 
into a scene is not practical. If a scene was filmed or photographed 
without capturing the illumination by means of a light probe, 
then compositing and relighting tasks become much more dif-
ficult. The solution for estimating light sources then typically 
involve making significant and restrictive assumption about 
the nature of the scene. Therefore, current researchers do not 
insert a maker in the 3D real space. Instead, they utilize an arbi-
trary object in the real world as a light probe to increase visual 
coherent. In order to maximize the visual coherent, the assump-
tion about the nature of the scene should be minimized.

While all these techniques estimate physically-based light-
ing from the scene, Khan (28) shows that wrapping an image 
to create the environment map can suffice for certain applica-
tions. i.e. these techniques make environment map from sur-
rounding landscape, and regard the environment map as light 
source. In a previous study, the Light source estimation tech-
nique attempts to predict illumination with a data-driven match-
ing approach. While data-driven approach using High Dynam-
ic Range (HDR) panorama image is able to apply general image 
than light probe method, these method have a lot of computa-
tion. Thus this method should be fixed scene and difficult to 

Table 1. Comparison of surface reconstruction accuracy (26)

System kt0 kt1 kt2 kt3

DVO SLAM
RGB-D SLAM
MRSMap
Kintinuous
Frame-to-model

0.032m
0.044m
0.061m
0.011m
0.098m

0.061m
0.032m
0.140m
0.008m
0.007m

0.119m
0.031m
0.098m
0.009m
0.011m

0.053m
0.167m
0.248m
0.150m
0.107m

ElasticFusion 0.007m 0.007m 0.008m 0.028m

Fig. 5. The process of Kinect Fusion (25).
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move virtual objects. Fig. 6 represents the result of relighting 
using environment map.

Material Properties Estimation

There are very few works about estimating material proper-
ties for rendering. Given geometric data and light information, 
we can estimate the diffuse kd and specular ks parameters as in 
Eq. (1). But it is hard to deal with transparency or refraction 
property of an object. Even detecting transparent or mirror 
like object in the scene also hard problem in computer vision. 
Some of works are concentrated on estimating diffuse and 
specular parameters only. Ko (29) proposes the method which 
recovers the parameters of Torrance-Sparrow model derived 
from BRDF (Bi-directional Reflectance Distribution Function). 
Their work is based on multi-view images. From those images, 
the diffuse albedo which arises with absence of illumination 
and the specular hemisphere which describes the illumination 
surround an object can be computed. Then rendering parame-
ters except the transmission and refraction are estimated by 
comparing re-rendered scene and original images. In another 
approach proposed by Borom (30), they set a studio to recon-
struct and capture the variance of the surface of a target object. 
They successfully recovers the diffuse and specular maps on 
the surface of an object. The surface normal of reflective part 
of the object is estimated to realize the mirror like reflection. 

Conclusion

There are many researches to plug in the AR and medical 
treatment or educations. But there are few of those which inter-
ested in realistic synthesis between real and virtual image. We 
presented essential computer vision methods for maximal vi-
sual QoE on AR system. To produce realistic virtual image for 
the scene what user sees through the AR device, geometric in-

ference and light source estimation are essential. Those infor-
mations can be applied to the rendering of virtual objects. For 
more visually natural synthetic image, virtual object can be ren-
dered using ray-tracing method rather than rasterization. But 
estimating parameters related to transparency and mirror-like 
reflections are intractable. Those are very important issues in 
computer vision and graphics. Despite of the difficulty of esti-
mating those, it is valuable to solve this problem and many re-
searchers are engaged in solving this. We hope that this paper gives 
intuition about the methods related to generating realistic AR.
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