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Abstract 

 
Automatic analysis and understanding of human activities is a challenging task in computer 
vision, especially for the surveillance scenarios which typically contains crowds,  complex 
motions and occlusions. To address these issues, a Bag-of-words representation of videos is 
developed by leveraging information including crowd positions, motion directions and 
velocities. We infer the crowd activity in a motion field using Category Constrained 
Correlated Topic Model (CC-CTM) with latent topics. We represent each video by a mixture 
of learned motion patterns, and predict the associated activity by training a SVM classifier.  
The experiment dataset we constructed are from Crowd_PETS09 bench dataset and 
UCF_Crowds dataset, including 2000 documents. Experimental results demonstrate that 
accuracy reaches 90%, and the proposed approach outperforms the state-of-the-arts by a large 
margin. 
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1. Introduction 

In recent years, more and more surveillance systems are equipped in public, such as airports, 
train stations and large squares. Automatic analysis of human activities in videos has attracted 
increasing attention for the purpose of public security, crowd management or public area aided 
design. Most existing methods can only handle videos which contain up to a number of people, 
and reconizing activities in videos containing hundreds or even thousands of people (like 
scenes in Fig. 1) is still a challenge task. 
 

  
a.  Structured crowd motion b. Unstrucured crowd motion 

Fig. 1. Examples of crowd scenes. Note these scenes typically contains more than 100 people. 
 

 In order to process videos containing many people, some intrinsic properties of crowd 
scenes are explored. For example, people in crowd may move with homogeneous dynamics 
(Fig. 1 (a)), which can be modeled to characterize the crowd flow called as structured crowd 
motion [1]. Nevertheless, many scenes, known as unstructured crowd motion [2] contain 
partially or completely random motion of people, which complicates the analysis of the crowd 
activity.  These scenes usually involve difficulties like serious occlusion, similar appearance 
between different activity classes and small-sized objects, which renders tracking and event 
detection approaches [4,5,6,7,8] inapplicable. 

Modeling crowd motion [9] provides important priors for analyzing human activities that 
occur in the scene for an intelligent visual surveillance system. The model should handle 
motion patterns in a large scale. A crowd motion can be viewed as a dynamic system which 
contains a large number of local motions, and each local motion has its own dynamic system. 
When there are interactions among local motions exist, the global crowd motion, which 
consists of the local motions, is complicated.  

The crowd model presented in this work is that we are trying to model the degree of 
similarity between the trained data and test data. This arrives from the fact that crowd motions 
are difficult to treat semantically. We learn crowd motion patterns using a  CC-CTM model[10]  
by analyzing  a large collection of crowd videos in an off-line manner. Then the structured and 
unstructured crowd motions in a new video can be represented semantically with the learned 
model. Our model is an analog of the topic model in text analysis, where texts are recognized 
based on the fact that same texts also share similar features. Documents in this work 
correspond to video clips, and topics correspond to crowd motion patterns. Crowd activities 
can be classified with the idea borrowing from text analysis. Our model can deal with 
multi-modality in crowd motions. Moreover, it is able to model correlations among different 
motion patterns. In addition, it models correlations among crowd motion patterns which is also 

http://www.cs.cmu.edu/%7Esaada/Projects/CrowdTracking/marathon1.wmv
http://www.cs.cmu.edu/~saada/Projects/CrowdTracking/marathon1.wmv�
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desirable. To classify activities, we use the large-margin training method to train 
classifiers[11]. 

2. Related Work 
Human motion analysis is an active area in computer vision [12,13,14]. As one topic of human 
motion analysis, crowd scene analysis has attracted much research attention.  An assumption 
of human motion analysis is that the bounding boxes of human bodies have already been 
detected (using either tracking or non-tracking methods). Knowning the bounding box 
information, features are extracted from local human body areas to represent the 
corresponding motions of people. The classification of human activities is then achieved by 
either finding good matches with priori known templates or learning a discriminant model.  
      Some methods for activity recognition of crowds rely on human trajectories obtained by 
various trackers [1,2,3,4,15,16,17]. For example, Alexei et al. [16] represent human motions 
as tacks of feature points, i.e. the trajectories. However, tracking of feature points can fail by 
occlusions or shadows, which restricts the usage such approaches to the analysis of complex 
activities in real world.  

Low-level features and their statistics have been applied to describe human 
activities[18-19]. A well known technique is the scale-invariant spatio-temporal descriptors 
like[20], which describes irregular patterns of human motions using an ensemble approach 
without tracking interest points. The extracted features can directly be used to train discrimiant 
models for activity classification[7-8,21]. However, the lack of tracking information makes it 
difficult to distinguish different activities occuring simultaneously. 

Topic models have been successfully used in generating semantic activity patterns from 
low-level feature co-occurrences. Wang et al.[24] used location and optical flow features 
along with hierarchical Bayesian approach to model activities and interactions. Li et al. [25] 
used spatiotemporal features along with a hierarchical pLSA to learn global behavior 
correlations. The method we propose here follows the idea in [8, 24]. The same datasets are 
used in this paper and [7], with totally different methods to classify the crowd activities. 
Semantic features are used in this paper and [24], with different topic models. 

In this paper, we model crowd scenes with CC-CTM.  CC-CTM enables us to process and 
extract semantic features from low level features including crowd spatial locations, motion 
direction and velocity without detecting and tracking specific motion objects. Multiple motion 
patterns may occur at different spatial locations in the scene with certain probabilities. Each of 
these motion patterns can be represented as high level information in our CC-CTM. The 
CC-CTM is elegant to model crowd activities. Our experiments also show that the CC-CTM 
offers an effective way to handle multi-modality and correlations within human motions.  
Different from topic models based on LDA (latent Dirichlet allocation)[22] or pLSA  
(probabilistic latent semantic analysis)[23], which assume that the topics are independent from 
each other, our model captures the correlations among topics by introducing a logistic normal 
prior (different from the Dirichlet prior in LDA) and a covariance matrix of topics.  

The main difference between our model and the original latent CTM is that the number of 
topics is defined and the latent variables are guided by the classified datum during the 
sampling stage in the training pipeline. We show in this paper that class labels of training data 
are pushed directly into our model and, consequently, achieve much better performance in the 
analysis stage. 
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3. Topic Model for Crowd Activity 
The fundamental principle of topic model is that each document is represented by a 
probabilistic distribution over topics, and each topic represents a probabilistic distribution 
over words. CC-CTM is a hierarchical model of video document collections. In this work, we 
propose CC-CTM for modeling crowd motions in surveillance scene. Our model provides an 
efficient way to capture crowd activities presented as multi-modality of motion patterns and 
the correlations among them. 
 

3.1 Category Constrained Correlated Topic Model 
The elements of CC-CTM and their conditional dependencies are depicted in the graphical 
model in Fig. 2. In this figure, shaded variables represent the observed variables, while 
unshaded variables represent the latent variables. Edges encode the conditional dependencies 
of the generative process.  We now declare some terminologies used in this paper. 

First, we represent an optical vector generated by vector quantization of spatio-temporal 
interest points as a single word. A video clip can then be represented by a "document" of many 
words. Second, our model is trained in a supervised manner using annotated labels, which 
significantly simplifies the training of model parameters and boosts recognition accuracy. The 
CC-CTM allows each document to contain multiple topics with different proportions. It can 
thus capture the multi-modal activities in crowd scene  which typically contains multiple latent 
motion patterns. 

 

 

 Motion Pattern Visual Word 

Video Clip collection Number of Motion Patterns  
 

Fig. 2. Graphical Model of CC-CTM 
 

Vocabulary. The vocabulary in this work is defined as the cartesian product of the location, 
motion direction, and motion magnitude word spaces, leading to a total of V words. This 
results in a high dimensional vocabulary. 

Visual of Words. A word is the basic unit of vocabulary, which is defined as a word  in a 
vocabulary indexed by

1 2, , , Vw w w  . We represent words using unit-basis vectors which 
have a single component equal to one and all other components equal to zero. Using 
superscripts to denote components, the v-th word in the vocabulary is represented by a vector 
w such that 1vw =  and other components equal to 0. 

Documents. The documents are built by dividing the videos into short video clips, and then 
counting for each document d the number of times ,d nw  a word w occurs in it to obtain the 
bag-of-words representation of the document. The only observable random variables are 
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words ,d nw   mapping to visual words in this work, which correspond to low-level motion 
features, that is, quantized flow vectors and locations. Since a document d represents a video 
clip, the corpus D in  CC-CTM can thus be  mapped to the collection of video clips. Let ,d nw  
denote the n-th visual word in the d-th video clip, which is an element in a V -term vocabulary 
of visual words. 

Topics. A topic is mapped to a motion pattern. Let β denote a distribution over the 
vocabulary. Then the scene content can be viewed as a point on the V – 1 simplex. The model 
contains K motion patterns (topics) 

1:kβ . 
Topic assignments. Each visual word is assumed to be drawn from one of the K motion 

patterns. The motion pattern assignment  ,d nz  is associated with the n-th visual word and the 
d-th video clip. 

Topic proportions. Each video clip (document) is associated with a set of motion pattern 
proportions θ .As a result, 

iθ is a distribution over motion pattern  indices, and it reflects the 
probabilities with which visual words are drawn from each motion pattern in the collection. A 
natural parameterization of this multinomial is log( / )i Kη θ θ= . 

3.2 Visual words 
To discover the semantic representation of  crowd activity using CC-CTM, we need to define 
the vocabulary to build video documents. In our paper, a video document is a motion field 
represented with bag-of-visual-words model.  The motion field is obtained by first using an 
existing optical flow method[26] to compute sparse optical flow vectors in each frame, and 
then combining the optical flow vectors from a temporal window of frames of the video into a 
single global motion field. In this paper,  each clip contains 10 frames. A visual word is 
constructed by three types of information: crowd location, motion direction, and motion 
magnitude. The vector of feature i at time t is denoted by ( , , , )i ii i iyV x A M=  . The 
examples can be seen in Fig. 3. 
 

  
(a.1) scene 1 videio clip (b.1) scene 2 videio clip 

  

(a.2) scene 1 optical flow in the marked region  (b.2) scene 2 optical flow in the marked region 
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(a.3) location of 32 24×   cell in visual words (b.3) location of 32 24×  cell in visual words 

(a) crowd scene1 (b) crowd scene2 

  

(c.1) scene 3 videio clip (d.1) scene 4 videio clip 

  
(c.2) scene c optical flow in the marked region  (d.2) scene 4 optical flow in the marked region 

  
(c.3) location of 32 24×  cell in visual words (d.3) location of 32 24×  cell in visual words 

(c) crowd scene3 (d) crowd scene4 
Fig. 3. Examples of crowd scenes (from UCF_CrowdsDataset [1]) and  

optical flows extracted from the highlighted regions. 
 

Location ( , )i iyx . In surveillance videos, most of the activities are characteristic by the 
place where they occur. Thus, locations have to be taken into account when building the 
vocabulary. In crowded scenes, one pixel  cannot be fully represented as crowd activities 
because of the existence of serious inter-object occlusions, small sized objects, similar 
appearance etc.. Thus, a pixel position ( , )i iyx  is quantized into non-overlapping cells of 
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20×20. Consequently,, for a video with a dimension of 640×480, we obtain a set of  32×24 
cells as that shown in Fig. 3.  

Motion direction ( )iA . The moving pixels are filtered by thresholding the magnitude of the 
optical flow vectors. Moving pixels are further differentiated by quantizing their motion 
directions into labels from 0 to 7. (shown in Fig. 4) according to the angle intervals: 

( , ]
8 8
π π

− , 3( , ]
8 8
π π  , 3 5( , ]

8 8
π π , 5 7( , ]

8 8
π π , 7 9( , ]

8 8
π π  , 9 11( , ]

8 8
π π  , 11 13( , ]

8 8
π π , 13 15( , ]

8 8
π π . Thus 

we have 8 possible motion directions  in total. 
 

 

 
 
 

Fig. 4. Motion directions 
 

Motion magnitude ( )iM . To further characterize motion patterns, we associate motion 
magnitude with each detected interest point. In the video dataset, the motion object can be 
roughly classified into two categories based on its motion speed. For example, the motion 
magnitudes of detected interest points of objects with different motion categories  are variant. 
Therefore, we apply a simple K-means clustering on the motion magnitudes with 2K =  . 
 

3.3 Generative Process 
 
The CC-CTM in this paper assumes that N-visual words from a video clip(document) i are 
created from the following generative process. Given topics 

1:Kβ  (a distribution over the 
vocabulary), a K-vector μ and a K K×  covariance matrix Σ  , where μ and Σ  are the mean and 
covariance of the normal distribution. The generative process is as below: 

step 1: Randomly draw a k−dimensional vector ( , )
d

N µη Σ which determines the 
distribution of  K types of crowd activity patterns in a video clip d.  
step 2: For each visual word in the video clip d, {1, , }dn N∈  : 

 step 2.1: Choose a behavior ( )
d,n d

ii

exp η
Z | η ~Mult

η

 
  
 ∑

 under the constraints of activity 

category dk  , where d,nZ  is a K-dimensional unit vector with d,nZ 1=  indicating the 

dk   behavior is selected. 
 step 2.2: Choose a low-level motion feature { }d,n d,n 1:KW | Z ,β  from Zd,nMult(β ) , where 

β is a distribution over the vocabulary of motion words under the indirect constraints 
of activity category dk . 

0 

1 
2 

3 

4 

5 
6 

7 
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In correlated topic models, 1μK× , K K×Σ  and
K Vβ ×

  are model parameters, while 
D Kη ×

 and z  
are hidden variables. As a variational distribution ( )q ⋅ , we use a fully factorized model, where 
all variables are independently governed by a different 
distribution ( ) ( ) ( )q η, z|λ, ν, q η|λ, ν, q z|φ φ=  . Here D Kλ ×

, D Kν ×
 and φ  are variational 

parameters. The only assumption for the variational inference is that η and z are independent 
and we do not specify any distributions for these hidden variables. 

Given a collection of topics and the initial distribution over topic proportions 
1:

ˆˆ{ , , }ˆ
K
µβ Σ , 

the parameters in the model are initialized as below: 
 

     d,i d
d

nˆ
i

φβ ∝∑                                      (1) 

   d
d

1ˆ λ
D

µ = ∑                                      (2) 

    2 T
d d d

d

1ˆ ˆ ˆIυ (λ )(λ )
D

µ µΣ = + − −∑                          (3) 

where dn  is the vector of word counts for document d. 

The log probability of  one video clip { }1 2w , , , Nw w w=   , which is defined as follows: 

                
( ) ( ) ( )

1

P | , , , P | , P | , P( | , ) d
N

d n d
n

n nd k z k w zµ β η µ η β η
=

 
Σ = Σ  

 
∏∫

                              (4) 
The log probability of  the video clips collection (document corpus D) is 

( ) ( ) ( ) ( )
1 1

P | , , , P | , P | , P | , d
M N

d n d n n
d n

D k z k w zµ β η µ η β η
= =

  
Σ = Σ  

  
∏ ∏∫

               (5) 
   In order to perform parameters estimation for CC-CTM model, We use a collection of 
training video documents and adopt the  variational expectation maximization (EM) algorithm 
proposed in CTM[10]. We refer reader to this reference for further details on the parameter 
estimation algorithm.   

4. Modeling Multi-modal of Crowd Activities 
The generative model we proposed in this work can model the dynamics and complex scenes 
by capturing spatial, directional and velocity's dependencies among different motion patterns 
in an unsupervised framework. The multi-modality of crowd activities is represented in high 
level motion features, which is a statistical model built from low level features. The process of 
our method is illustrated in Fig. 5. 
     Crowd activities recognition in this paper is processed in two stages, ie. the learning stage 
and the recognition stage. Low-level motion features are extracted from optical flow field for  
the training video datasets. The feature of each optical flow vector is mapped to a visual word 
which is used to construct the visual dictionary.  A document in corpus D is represented with 
bag-of-visual-words model. In this paper, CC-CTM is used to model the dynamics of crowd 
by capturing spatial-temporal dependencies between different behaviors under a 
semi-supervised learning way for the same scene. A crowd activity presenting as a crowd 
motion pattern, is represented as the semantic feature referenced from CC-CTM.  
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Fig. 5. Process of crowd activities recognition. 
 

4.1 Crowd Activity Modeling with CC-CTM 
CC-CTM model can be used to infer the crowd activity in a video clip after learning from 
training examples. The biggest difference between CC-CTM and the original topic models 
appears in learning stage. In the original topic models, such as LDA or CTM, we can only 
extract the visual words (i 1,2, N)iw =   in each video clip, but the topic keeps latent and we do 
not know which topic kz  is assigned for the word 

iw . In this paper, our aim is to recognize 
crowd activities. All training videos can be classified and labeled according to the activities 
happening in them. Hence this important information can be used in training stage under the 
semi-supervised learning framework. 

CC-CTM is a modified version of the CTM model. At the beginning of learning stage, all 
parameters of the CC-CTM model are initialized as original CTM model, except for the topic 
assignments ,d nz (the n-th visual word and of the d-th video clip ), i.e. we have K seed 
documents if the training datasets contain K categories. All visual words (i 1, 2, N)iw =   in a 
seed document are enforced to assign a topic k according to the document label associated 
with the activity category. 

Parameters of the CC-CTM model are estimated during training. The topic proportions of 
an input video clip can be inferred  from the trained model, which can be represented as 
semantic feature in a more compact representation (shown in Fig. 6). 

               

 
 
  

Fig. 6. feature replacement with semantic feature. 
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4.2 Crowd behavior classification 

行为类1

行为类2

行为类3

)(3,2 xf

)(3,1 xf

)(2,1 xf

 
Fig. 7. One-against-one classifier. 

 
The high level feature vector for the a video clip (document) is defined as 
 

[ ]Kd tttF ,,, 21 =                                                              (6) 

 
where ),,2,1( Kiti =  is the distribution of the i-th class motion pattern in this model. In 
this study, each crowd activity is represented by a mixture distribution of K types of motion 
pattern, which is defined as feature vector dF  in Eq.(6). To predict crowd activities, a 
multi-class SVM classifier is trained in an one-against-one manner. Specifically, we use the 
off-the-shelf LIBSVM toolbox[27] to train our model with the RBF kernel, which is defined 
as: 
 

0),||||exp(),( 2 >−−= γγ forxxxxK jiji                             (7) 
 
Where ix  and jx  are the feature vectors, and γ  is the penalty factor .  

The cross-validation approach is employed to train the proposed classifier. In 
cross-validation, all training samples are partitioned into N subsets of equal size. N-1 subsets 
are used for training and the left one subset is used for testing. To solve the noise-borne 
problem, we optimize the slack variable and penalty factor γ . 

5. Experiments 
In this work, the video datasets are clipped into 10 frames evenly without intersection. We test 
our algorithm on 2 datasets: UCF_CrowdsDataset  and Crowd_PETS09. Four videos of 
crowded scenes selected from UCF_CrowdsDataset are  clipped into video clips in 10 frame 
evenly with the resolution of 640 480×  pixels. The video clip samples and their part optical 
flow are shown in Fig. 3. The crowded motion pattern in these selected vides are quite 
differently from each other. People in scene 1 are in unstructured motion pattern with random 
smallscale movement. People in scene 2 are in structured motion pattern with small-scale 
movement in a circular way. People in scene 3 are in unstructured motion pattern with 
large-scale movement. People in scene 4 are in structured motion pattern with small-scale 
movement in line. CC-CTM model provides a D by K matrix of the variational mean 
parameter for each document's topic proportions. 

Crowd activity 2 

Crowd activity 1 

Crowd activity 3 
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We select 20 training video clips for each scene. Each video clip is represented as a 
document succinctly composed by visual code words after extracting low-level optical flow 
feature. The number of visual code words in vocabulary is 32 24 8 2 12288× × × = . The 
low-level feature in the video clip is in high dimensional. In order to recognize these 4 distinct 
scenes, the training datasets are classified into 4 categories, i.e the topic number K is 4. All of 
the visual words (i 1, 2, N)iw =   in the seed document are enforced to assigned topic k 
according to the document label associated with activity category. The topic (activity) 
proportion feature of each video clip is inferred from the learned CC-CTM model. The cluster 
results (shown in Fig. 8) in 4 clusters apparently demonstrate that the high-level feature in 
low-dimension efficiently represents the crowd activity, and the same scene features are 
tightly clustered. 

 
Fig. 8. Cluster results for semantic features. 

 
We do further experiment on recognition different crowded activities in the same 

surveillance scene. There are 8 classes of activities in Crowd_PETS09 (shown in Fig. 9). 
 

    
(a. 1) Image sequences (b. 1) Image sequences (c. 1) Image sequences (d. 1) Image sequences 

    

    
(a. 2) Optical flow field (b. 2) Optical flow field (c. 2) Optical flow field (d. 2) Optical flow field 
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Motion pattern 
 

Motion pattern 
 

Motion pattern 
 

Motion pattern 
 

a. Evacuation b. Local dispersion c. Merging d. Running from left to right 
    

    
(e. 1) Image sequences (f. 1) Image sequences (g. 1) Image sequences (h. 1) Image sequences 

    

    
(e. 2) Optical flow field (f. 2) Optical flow field (g. 2) Optical flow field (h. 2) Optical flow field 

    

    
Motion pattern 

 
Motion pattern 

 
Motion pattern 

 
Motion pattern 

 
e.Running from right to left f. Splitting g. Walking from left to right h. Walking from right to left 

    
Fig. 9.  8 classes of crowd activities and motion patterns. 

 
In this paper, we process event recognition sequences which are organized in the datasets 

from S0 to S3 under the same camera position of "View_001". There are 2000 documents in 
total and every adjacent 10 frames is organized as a video clip with a 640 480×  resolution. The 
dataset are split into a training set and a testing set. We obtained  good experimental results 
when the samples for each activity are evenly selected in the training data. The confusion 
matrices for activity classification with our topic model are shown by Fig. 10 and Fig. 11 
respectively. 

 
 
 



5542                                  Huang et al.: Crowd Activity Classification using Category Constrained Correlated Topic Model 

 Evacuation Local 
dispersion Merging 

Running 
from left to 

right 

Running 
from right to 

left 
Splitting 

Walking 
from left to 

right 

Walking 
from right to 

left 

Evacuation 100%      20.59%  

Local 
dispersion  100% 4.0%    2.94%  

Merging   72%    14.71% 15.26% 

Running 
from left to 
right 

   100%   2.94%  

Running 
from right to 
left 

    100%    

Splitting   4.0%   100%  11.54% 

Walking 
from left to 
right 

  8.0%    58.82%  

Walking 
from right to 
left 

  12.0%     73.2% 

Fig. 10. Confusion matrices obtained with our CC-CTM model. 
 

 Evacuation Local 
dispersion Merging Running from 

left to right 
Running from 

right to left Splitting Walking from 
left to right 

Walking from 
right to left 

Evacuation 100%  8%     11.54% 

Local 
dispersion  71.43%     8.82% 11.54% 

Merging   76%    8.82% 15.38% 

Running 
from left to 

right 
   100%   2.94%  

Running 
from right to 

left 
    100% 14.28%   

Splitting  28.57    85.72%  3.85% 

Walking 
from left to 

right 
  16%    79.41%  

Walking 
from right to 

left 
       57.7% 

Fig. 11. Confusion matrices obtained with original CTM model. 
 

The recognition results of "Evacuation", "Local dispersion", "Running" and "Splitting" are 
perfect. The main reason is that the optical flow features for these activity categories are highly 
discriminative. Apparently the accuracy of  the "Walking" activity is much lower than other 
classes.  
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Method in paper [7]  used a direction model to represent the motion pattern and to detect the 
event on the Crowd_PETS09 s3 dataset including 1000 frames. Benabbas [7] proposed two 
classifiers,  one for detecting motion-speed-related events and the second for detecting crowd 
convergence and divergence events. The method depends on the low-level features, and the 
recognition accuracy is high for the crowd activity with apparently different motion feature. 
The comparison results are show in Table 1. Results by our method are obviously better than 
the results in [7] except for the walking activity. Our method also performs better than the 
original CTM, mainly due to the usage of the semi-supervised learning approach.  

 
Table 1. Classification accuracy by three different methods. 

           Methods 
 
Event types 

Recognition 
accuracy with our 
method 

Recognition 
accuracy with 
original CTM  

Recognition 
accuracy with 
method in paper[7] 

Evacuation 100% 100% 100% 

Local dispersion 100% 71% 49% 

Merging 72% 76% 46% 

Running  100% 100% 92% 

Splitting 100% 86% 99% 

Walking 66% 69% 68% 

Average Accuracy 90% 84% 76% 

6. Conclusion 
In this paper we have presented a novel approach to   analyze crowd activities using CC-CTM. 
It bypasses time-consuming methods such as background subtraction and person detection and 
rather resorts to global motion information obtained from optical flow vectors to model the 
motion magnitude and velocity at each spatial location of the scene. With predefined number 
of motion patterns, these models use the distributions of  mixture activity patterns to analyze 
the main crowd activities. We evaluate  the performance of our approach on multiple datasets. 
These experiments show that our approach is applicable to a wide range of scenes which 
consist of low and high crowd density scenes as well as structured and unstructured scenes. In 
addition, the method presented in this paper  detects groups of people even in the presence of 
occlusions, which facilitates the detection of group-related events such as merging and  
splitting. 

 There are four main contributions proposed in this paper. First, we propose a novel 
bag-of-words representation for low level motion features in video, which avoid the 
difficulties of severe inter-object occlusion, small object size, similar appearance, etc. for 
object tracking in intelligent surveillance systems. Second, since the video datasets are very 
different from text datasets, we introduce a Category Constrained Correlated Topic Model 
(CC-CTM), an improved topic model, in the study area of video computation and 
understanding. The topic models are intend to explore text mining traditionally. Third, 
CC-CTM can naturally explore crowd activities in high level features with activities correlated 
semantic representation in a video clip. Fourth, experimental results under different condition 
presented in this paper to show that the proposed models achieve 8 kinds of crowd activities 
recognition accuracies on PETS benchmark datasets . 
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In future, we plan to address some specific problems in order to improve the results. On one 
hand, it is urgent to develop a better optical flow algorithm for highly crowded scene.  On the 
other hand, we plan to improve the CC-CTM model to detect the abnormal event, which is 
more desirable for the public security in the intelligent surveillance system. 
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