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Abstract 
 

Recent years have witnessed an explosive growth of mobile devices, mobile cloud computing 
services offered by these devices and the remote clouds behind them. In this paper, we noticed 
ultra-low latency service, as a type of mobile cloud computing service, requires extremely 
short delay constraints. Hence, such delay-sensitive applications should be satisfied with 
strong QoS guarantee. Existing solutions regarding this problem have poor performance in 
terms of throughput. In this paper, we propose an end-to-end bandwidth resource reservation 
via software defined scheduling inspired by the famous SDN framework. The main 
contribution of this paper is the end-to-end resource reservation and flow scheduling algorithm, 
which always gives priority to delay sensitive flows. Simulation results confirm the advantage 
of the proposed solution, which improves the average throughput of ultra-low latency flows.  
 
 
Keywords: software defined network, resource reservation, flow scheduling, effective 
bandwidth 

 
 
http://dx.doi.org/10.3837/tiis.2016.12.003                                                                                                          ISSN : 1976-7277 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 10, NO. 12, December 2016                            5175 

1. Introduction 

Wireless ubiquitous access is a method of allowing anywhere anytime network access by 
deploying many wireless technologies throughout the physical environment of the user. Cities 
around the world are currently considering building expensive wireless infrastructure. In 
urban areas, resident operated Wi-Fi Access Points (APs) are dense enough to achieve 
ubiquitous Internet access. In addition, a variety of wireless and mobile access networks, such 
as WiMAX, 3G and LTE are ubiquitously coexisting and massively deployed. These radio 
ecosystems cooperate to provide diverse services with various wireless network topology and 
different performance metrics, such as throughput, latency, energy and so on. In order to 
achieve ubiquitous access, one must consider different challenges such as the heterogeneous 
nature of the network and different Quality Of Service (QoS) requirements of the contents[1, 
2]. Network resources like radio spectrum, link bandwidth and buffer space are all the 
fundamental basis for satisfying diverse QoS requirements of different applications. Hence, 
resource reservation is one of the most important components of the overall resource 
management process. As the next generation wireless networks cater for various kinds of 
applications with varying degree of QoS parameters, resource management holds a key 
position to optimize the overall system performance.  

In recent times, there has been an increase in the number of mobile devices that access 
variety of services on the internet. For example, traffic related to video content accessed on the 
mobile devices has increased rapidly, and the trend is expected to continue. Moreover, 5G 
network will have strong requirements like Fiber-like user experience, less than one 
millisecond latency to support emergency services. At least 1 Gb/s or more data rates to 
support ultra-high definition video and virtual reality applications. Current solutions to solve 
this problem cannot provide such a strong QoS guarantee and this leads to service interruption 
and high latency that delay sensitive traffics. Furthermore, current methods exhibit very poor 
performance in terms of throughput. In near future, 5G is expected to have the set of technical 
components and systems needed to handle these requirements and overcome the “limits” of 
current systems. Internet of Things (IoT) allows different devices to communicate with each 
other without the intervention of human. These devices are characterized by their strong 
ultra-low latency requirements. The outcome of missing a tiny fraction of latency in IoT 
environment ranges from loss data and severe damage of device to serious injury or death of 
people. The decoupling of control plane and forwarding plane in SoftwareDefined Network 
(SDN) has proven to be effective for the high-bandwidth, dynamic nature of current and future 
networking technologies[3, 4].  

To deal with new requirements from ultra-low latency applications, the Tatctile Internet is 
expected to provide services really critical aspects of society[5]. However, till now, ultra-low 
latency wireless transmission theory is still not well set up[6].  In this paper, we are motivated 
to propose a unified resource reservation and scheduling for cloud UE on the top of SDN 
framework. The main goal is to overcome the challenges of guaranteeing the required QoS 
requirement for the delay sensitive traffic. The main contribution of this paper can be 
summarrized as two: 1) providing a programmable resource manangement method by SDN 
controller to decouple delay sensitive traffic and best-effort traffic. 2) providing a resource 
reservation in MAC layer and a scheduling algorithm to gurantee low delay performance of 
delay-sensitive traffic.  
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The rest of the paper is organized as follows. We review the previous works in resource 
management and flow scheduling in Section 2. In Section 3, we describe the architecture of the 
proposed unified resource reservation and flow scheduling algorithm. Section 4 shows the 
simulation results. Finally, we conclude our work in Section 5. 

2. Related Work 
The medium access protocol is one of the most important aspects of any wireless network 

because it has direct effect on guaranteeing the QoS requirement of any flow. Despite their 
exceptional benefits, wireless networks have problems like unreliable wireless channel due to 
thermal noise, shadowing and multi-path fading. This makes assuring QoS requirements in 
wireless networks difficult. In addition, a good medium access protocol should deal with 
signaling overhead, fairness, protocol complexity, mobility, low power consumption, efficient 
resource utilization and different traffic classes. Hence, developing a QoS aware medium 
access protocol is not a trivial task.  

In Wi-Fi networks, one approach to guarantee the QoS requirement of flows in wireless 
network is the use of different backoff related values for different stations. The main purpose 
of this approach is to increase the chances of winning the contention window by giving a 
minimum backoff value to station with high priority flow. Eventually, choosing the same 
backoff values for different stations leads to collusion and performance degradation. The 
authors in [7] proposed a solution for the above problem by using a mechanism which allows 
stations to broadcast their backoff related value to other stations so that there will not be a 
problem on choosing the same value. The Priority based QoS-Aware MAC Protocol (PQAMP) 
in [8] defines four different traffic classes and assigns different range of backoff values to each 
class. A promising improvement to the above technique is the use of different inter-frame 
space (IFS) value together with different backoff values for delay sensitive flows and other 
flows. The combination of these two techniques [9,10] has been proposed in different papers 
however, they cannot guarantee the strict QoS requirements of ultra-low latency flows.     

Another technique to guarantee the QoS requirement of different flows is to give the 
transmission opportunity to a specific station. Once a station holds this opportunity, other 
stations stop trying to access the medium until this transmission opportunity is over. This 
technique can improve the system throughput of the AP but it must be used carefully since it 
might starve other stations. IEEE 802.11 proposed a solution for Enhanced Distributed 
Channel Access (EDCA) called TXOP (Transmission Opportunity), in which stations are 
allowed to transmit several frames continuously [11]. 

Advance reservation, which ranges from immediate reservation to future reservation, is 
proposed in different papers. Immediate reservation can be viewed as advance reservation that 
starts at “now” and future reservation can be viewed as advance reservation of resources for 
some time in the future[12]. The reserved resources can be a link bandwidth or buffer space. 
Early researches on advance reservation were concentrated on reservation protocols, such as 
RSVP[13], admission control mechanisms[14], and routing algorithm for network with 
advance reservations[15]. In recent Device to Device (D2D) applications, a smart resource 
reservation schema with channel quality detection is recommended in a frequency-time grid in 
terms of RBs in the 3GPP LTE system, as opposed to classical reservation Aloha where time 
slots are reserved over the whole bandwidth [16]. Unfortunately, there is still not any feedback 
link in data plane considered in the current LTE D2D communication. Recently, a reservation 
based collision aware resource access approach is proposed for the D2D communications [17]. 
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The basic idea is to utilize the unused resource in data region for possible distributed 
coordination to avoid the collisions. Eventually, pure reservation protocols and mechanisms 
are not good enough to guarantee the current strong QoS requirements needed by ultra-low 
latency flows. In addition, till now, there is still now discussion on the scheduling problem for 
mixed ultra-low latency flows.  

Traffic prediction is a technique used to forecast the characteristics or the direction of the 
UE in wireless networks. One can use this prediction to decide on how to serve the upcoming 
flow. The use of traffic prediction in advance reservation technique is proposed in [18][19] but 
this method is very complex and finding optimal solution is a challenging task. The authors in 
[20] proposed a scheduling-based reservation MAC protocol for wireless mesh networks. 
Their goal was to  limit the waste of bandwidth through maximizing the slots utilization rate. 
As a more reliable solution, we propose the combination of the priority-based scheduling, 
resource reservation based access, and traffic prediction based resouce estimation in this 
paper.  

3. The Proposed Method 
In this paper, a joint resource reservation based flow scheduling algorithm is proposed. The 

proposed method allows end-to-end resource reservation for cloud UE, which means that the 
bandwidth is pre-reserved in all intermediate nodes between the sending and the receiving 
UEs. Most specifically, wireless mediums in the AP and bandwidth related parameters will be 
reserved in the intermediate routers. The proposed method is based on the famous SDN 
framework and it is flexible. As shown in Fig. 1, the SDN controller at least includes flow 
scheduler and route manager. It is located at the edge of access network neighbored to an edge 
router.  The flow scheduler results from SDN controller will be mapped to each entity in the 
network architecture.   

 
Fig. 1. Network architecture 
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We used the idea of mobile cloud computing to propose a cloud UE environment, which 
combines cloud computing, mobile computing, and wireless networks. The ultimate goal of 
this method is to enable execution of rich mobile applications on a plethora of UEs, with a rich 
user experience and different QoS requirements. The advantage of the proposed method is the 
UE’s ability to access different services ubiquitously. The UE will access different services 
with different devices anywhere, anytime via wireless networks regardless of heterogeneous 
environments and platforms. 

Fig. 1 shows the network architecture used for our work in this paper. The term “resource” 
in this paper is used to indicate the bandwidth required by each flow in the cloud UE. The 
scheduling period of each forwarding device and Access Point (AP) is divided into two 
sub-scheduling period, namely ultra-low latency period (TULL) and best effort period (TBE) 
sub-scheduling frames. In TULL sub-scheduling period, delay sensitive traffics will be served 
and in TBE sub-scheduling period, BE traffics will be served. 

3.1 System Architecture  
Fig. 2. shows the architecture of the proposed method. The controller is responsible for 

allocating resources needed to guarantee the QoS requirements of delay sensitive flows. The 
controller is also responsible to schedule all flows in such a way that delay sensitive flows can 
satisfy their strong QoS requirements. Once controller determines the resources needed to 
guarantee a flow, it will update the flow table of forwarding devices to enforce the reserved 
bandwidth. The forwarding devices use flow characteristics information and allocated 
bandwidth information from the controller to guarantee the QoS requirements of each flow. 

 

 
Fig. 2. System Arcitecture 

 
The controller is composed of four separated modules namely, Monitor module, Flow 

Scheduler module, Routing module and Resources allocator & mapper module. The monitor 
module is responsible for periodically monitoring the network statistics of forwarding devices. 
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By communicating with forwarding devices using SNMP protocols, it’s also responsible for 
discovering different topology information. Routing module is responsible for finding the path 
between the sending and the receiving UEs. Routing module can be implemented using simple 
Dijkstra's shortest path algorithm to find the paths. Flow scheduler module is responsible for 
scheduling incoming delay-sensitive flow by running the proposed flow scheduling algorithm. 
This module uses the path information of the requesting flow from routing module and 
network statistics information from monitoring module to schedule flows. Finally, resources 
allocator and mapper module allocates the resources for requesting flows and map the results 
to the each forwarding devices throughout the path.    

3.2 Resource reservation  
The proposed MAC protocol is composed of two different access methods: a contention 

free access (CFA) and contention access (CA). CFA intends for the transmission of delay 
sensitive traffics and CA intends for the transmission of best-effort traffics. The CFA method 
is also used to send resource reservation requests (RRR). CFA period is divided into periodic 
Time Division Multiple Access (TDMA) frames, each consisting of F time-slots, where each 
time-slot supports a fixed maximum throughput per time-slot. The legacy CSMA/CA is used 
to access the channel in the CA method. This protocol requires the UE to perform time 
synchronization with the central controller before sending RRR. The controller maintains this 
synchronization for the UE across all APs regardless of the UE movement. The reason behind 
this is to eliminate the complex process of time synchronization performed by the UE every 
time it moves to a different AP. The frame structure of proposed MAC protocol is shown in 
Fig. 3. We divide the time axis into a series of fixed-length periods called frame, in each frame 
a CFA followed by a CA. We divide CFA further into fixed time-slots. As mentioned before, 
CA is only used for time-slots reservation and for transmissions of BE traffic. And then the 
multiple data packets are transmitted during the CFA. 
 

 
Fig. 3. Resource reservation method 
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All UEs with traffic requirements reserve multiple periodic time-slots for its data packets 
transmissions with only one successful handshake in CA. Frankly speaking, each UE which 
has the data transmission request is involved in contentions according to IEEE 802.11 DCF 
scheme, and then reserves multiple periodic time-slots in advance through only one successful 
resource reservation handshake in CA. Once reserved successfully, the wining UE starts to 
transmit the data packets in the multiple reserved time-slots during CFA and will not contend 
again until the next CA. Furthermore, the failed UEs keep silent during the current CFA and 
will re-contend in the next CA. Therefore, the proposed protocol reduces collisions in CA and 
provides the collision-free data transmissions in CFA. In addition, it also improves the slot 
usage efficiency and reduces the extra overheads. The last but not least, it provides QoS 
guarantee in the process of data transmission.  
In the proposed MAC protocol, there are two kinds of control packets, Resource Reservation 
Request (RRR) packet and Acknowledgements (ACK) packet for reservation confirmation 
and for broadcasting reservation information to other UEs. Compared with the traditional RTS 
packet in IEEE 802.11, the RRR packet; add the new content, the traffic specification (TSPEC) 
of a flow. ACK packet holds reserved time-slot IDs, total number of reserved time-slots and 
time-slot usage list. Additionally, reservation table is maintained and updated at each UE 
through RRR-ACK negotiations, which includes the current time-slots usage condition.  

The detail operation of proposed MAC protocol is divided into two processes: time-slot 
reservation using three-phase handshake in CA, and multi-step data transmissions with ACK 
responding in CFA. In the Request Phase, the UE with the delay-sensitive traffic transmission 
desire makes its request for reservation. In this phase, supposing UE wants to make a 
reservation, it firstly inspects its current reservation table to confirm whether it contains 
available time-slots. If there is free time-slots exist, then UE generates the TSPEC values and 
sends an RRR packet to the AP. In the Confirm and Broadcast Phase, the AP confirms the 
request of the UE and broadcasts the results if it’s valid. Upon receiving this RRR, the AP 
forwards this request to the controller. The SDN controller has the global view and it is 
responsible for managing, reserving and monitoring the resource in the network. The 
controller calculates the effective bandwidth needed by the flow to guarantee its QoS 
requirement. 

Then the controller sends the total numbers of time-slots needed by the flow to AP. 
Henceforth, the AP decides which time-slots can be assigned to the UE for data transmissions, 
and then updates its time-slot usage list. Otherwise, if AP cannot response this RRR packet, 
UE re-sends RRR packet. Supposing there are enough available time-slots in CFA for 
requesting UE, the AP responses an ACK packet to UE according to RRR packet. The 
neighbors of the requesting UE listens the ACK packet and know that which data slots have 
been selected. They update their reservation table based on the ACK packet. The UE re-sends 
RRR packet during next CA on condition that there are no available time-slots. ACK packet 
transmission also informs other UEs which are in the vicinity of requesting UE, these neighbor 
UE label the selected time-slots as busy. And then these neighbors update their reservation 
table based on the ACK packet to obtain the current time-slots usage condition.  

During CFA, all UEs send data packets depending on the successful reserved multiple 
time-slots. The other UEs, which do not reserve time-slots in current CFA keep listening until 
the next CA for re-contention, consequently, this protocol improves the efficiency of data 
packets transmission. It is worth mentioning that the proposed MAC protocol has some 
elements that are similar to other existing MAC protocols. (E.g., the three-phase dialogue is 
similar to RTS/CTS handshake in DCF). The major difference however is that the proposed 
MAC protocol is scheduling-based and it considers the effective bandwidth of each flow. The 
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proposed scheduler will guarantee the adjacent packets of each flow in a good order based on 
an inter-ideal departure time. Besides the QoS guarantee, it also increases throughput, supports 
flow-level bandwidth provisioning and removes extra overhead using the less control packets 
negotiation. 

3.3. Flow Scheduling algorithm 
Consider a flow defined by a traffic specification with peak rate, the maximum packet size, 

the sustainable rate, and the maximum burst size, TSPEC (h, M, r, b). Network Calculus [21] 
provides us the following definitions to calculate the effective bandwidth (eB) of a flow. 
Definition 1 (Arrival Curve): Given a wide-sense increasing function α defined for t ≥ 0 we 
say that a flow U is constrained by α if and only if for all s ≤ t: 
                                              𝑈𝑈(𝑡𝑡) − 𝑈𝑈(𝑠𝑠) ≤  𝛼𝛼(𝑡𝑡 − 𝑠𝑠)                                                      (1) 

We say that R has α as an arrival curve. 
 
Definition 2 (Service Curve): Consider a system S and a flow through S with input and output 
function U and U*. We say that S offers a service curve β to the flow if and only if β is wide 
sense increasing β(0) = 0 and 
                                                𝑈𝑈∗(𝑡𝑡) ≥ (𝑈𝑈⊗  𝛽𝛽) (𝑡𝑡)                                                           (2) 
where operator ⊗ denotes the convolution operation in min-plus algebra defined as x ⊗ y(t) 
= infs:0≤s≤t {x(t − s) + y(s)}. 
Definition 3 (Effective Bandwidth): Consider a system S and a flow through S with an arrival 
function α, for a fixed but arbitrary delay d, we define the effective bandwidth eB(α) of the 
flow as the required bit rate at s to serve the flow in a work conserving manner to guarantee the 
maximum delay d; that is 
                                              𝑒𝑒𝑒𝑒(𝛼𝛼) = sup𝑠𝑠≥0{𝛼𝛼(𝑠𝑠)/(𝑠𝑠 + 𝑑𝑑)}                                              (3) 
For a flow with T-SPEC (h,M, r, b), Definition 3 can be simplifided in equation 4. 

                                  𝑒𝑒𝑒𝑒(𝑓𝑓)  = 𝑀𝑀𝑀𝑀𝑀𝑀�
𝑀𝑀
𝑑𝑑

, 𝑟𝑟,ℎ�1−
𝑑𝑑 −𝑀𝑀

ℎ
𝑏𝑏 −𝑀𝑀
ℎ − 𝑟𝑟 + 𝑑𝑑

��                                            (4) 

where d is the delay requirement of the flow. 
The intuition idea of our proposed flow scheduler is to schedule the packet leaving 

different senders in a good order to keep the time delay between two adjacent packets for each 
flow suitable for its QoS requirement. The ideal departure time 𝐷𝐷∗(𝑖𝑖,𝑓𝑓) is used to identify the 
departure time for packet i for flow f. 𝜏𝜏∗(𝑓𝑓) denote the Ideal Inter-Departure Time (IIDT) 
between adjacent packets in a perfectly scheduled flow with zero jitter. However, in the 
various scenarios with multiple delay sensitive flows, the ideal departure time of each flow is 
limited to the slots available and it cannot reach always. Therefore, another variable, Virtual 
Finishing Time (VFT), is calculated and replaces the ideal departure time 𝐷𝐷∗(𝑖𝑖,𝑓𝑓). The 
specific descript of this algorithm is explained below with the concept of effective bandwidth 
introduced before.  

As the section 3.2 and Fig. 3 explained, the key idea of the proposed reservation based 
resource allocation method is to divide the time into frames. The TDMA-based CFA and the 
CA are the two components used to transmit delay sensitive traffic and the best effort traffic, 
separately. However, the overall target of the proposed method tries to guarantee the QoS of 
delay sensitive flows with a higher priority and maybe sacrifice the throughput of best-effort 
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flows. The number of slots is required to calculate for CFA and given as the sum of equivalent 
bandwidth of each flow. Therefore, in this scheduling algorithm, we did not include the 
discussion about the impact on the best effort flows in CA. Here, we assume the configured 
CFA period is enough and we will discuss the utilization efficiency for different schedulers.  
 Let the time axis be divided into scheduling frames, each consisting of F time-slots, where 
each time-slot supports the maximum throughput of Tthroughput. Let R(f) denote the number of 
time-slot reservations per scheduling frame needed to support the flow, where 0≤ R(f) ≤ F. In 
another word, the R(f) is an identifier for delay requirement of each flow. We can calculate R(f) 
using the following equation. 

                                     𝑅𝑅(𝑓𝑓) =
𝑒𝑒𝑒𝑒(𝑓𝑓)

𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓( 
𝑇𝑇𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑝𝑝𝑝𝑝𝑝𝑝

𝑀𝑀 ) ∗𝑀𝑀 
∗ 𝐹𝐹                                                      (5) 

Generalized Processor Sharing (GPS) concept in[22] presents a theory for computing packet 
departure times. Let𝑝𝑝(𝑖𝑖,𝑓𝑓),𝐷𝐷(𝑖𝑖,𝑓𝑓) 𝑎𝑎𝑎𝑎𝑎𝑎 𝐷𝐷∗(𝑖𝑖,𝑓𝑓)  denotes packet 𝑖𝑖  of flow 𝑓𝑓 , the actual 
departure time of packet 𝑝𝑝(𝑖𝑖,𝑓𝑓) and the ideal departure time of packet 𝑝𝑝(𝑖𝑖,𝑓𝑓) in a perfectly 
scheduled zero-jitter flow respectively. Let 𝜏𝜏∗(𝑓𝑓) denotes the Ideal Inter-Departure Time (IIDT) 
between adjacent packets in a perfectly scheduled flow with zero jitter.  

                                                             τ∗(𝑓𝑓) =
𝐹𝐹

𝑒𝑒𝑒𝑒(𝑓𝑓)
                                                                        (6)  

Therefore, we can calculate the ideal departure time of packet using the following equation. 
                                     𝐷𝐷∗(𝑖𝑖,𝑓𝑓) = 𝐷𝐷∗(𝑖𝑖 − 1,𝑓𝑓) + τ∗(f)         𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖 > 1                                      (7) 
                                     𝐷𝐷∗(𝑖𝑖,𝑓𝑓) =  Rand(1, τ∗(𝑓𝑓))                  𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖 = 1                                      (8) 
where rand(*) is a random function for uniform distribution. 

 
Fig. 4. The proposed flow scheduling algorithm 

 
   Let VFT(𝑖𝑖,𝑓𝑓) denote the virtual finishing time of 𝑝𝑝(𝑖𝑖,𝑓𝑓). With the following equation (9) 
and (10), we compute the VFTs for packet 𝑖𝑖 in flow 𝑓𝑓, which are used to schedule all delay 
sensitive flows.  

                         𝑉𝑉𝑉𝑉𝑉𝑉(𝑖𝑖,𝑓𝑓) = 𝑉𝑉𝑉𝑉𝑉𝑉(𝑖𝑖 − 1,𝑓𝑓) +  τ∗(f)         𝑓𝑓𝑓𝑓𝑓𝑓  𝑖𝑖 > 1                                      (9) 
                          𝑉𝑉𝑉𝑉𝑉𝑉(𝑖𝑖,𝑓𝑓) =  Rand(1, τ∗(𝑓𝑓))                    𝑓𝑓𝑓𝑓𝑓𝑓  𝑖𝑖 = 1                                     (10) 

The proposed algorithm uses the VFT of each packet in a flow to give priority to delay 
sensitive flows. The proposed scheduling algorithm starts to work by firstly calculating 
𝑅𝑅(𝑓𝑓), τ∗(𝑓𝑓) and initial 𝑉𝑉𝑉𝑉𝑉𝑉 values. Then it will select a flow with minimum VFT value for 
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service.  The VFT value of the selected flow is updated by adding IIDT value of that flow to its 
current VFT value. Fig. 4 shows the proposed flow scheduling algorithm. 
     The proposed flow scheduling algorithm is compared with Weighted Fair Queuing (WFQ) 
[23] and Round-robin scheduling algorithms. WFQ is a technique used in packet-switched 
networks to guarantee the bandwidth requirement of different flows. WFQ is both a packet 
based implementation of the GPS policy, and a natural generalization of fair queuing (FQ).  
The main goal of WFQ is to let all flows share the limited total bandwidth in a way that a flow 
with maximum weight gets the maximum portion of the total bandwidth. In WFQ, each flow 
will be configured with specific weight wi and then flow i will achieve an average bandwidth 
of B(i). The network administrator is responsible for assigning weights to each flow.   
    Round-robin is another scheduling technique used in packet-switched networks to give each 
flow a service opportunity of equal portions in circular fashion. This scheduling algorithm is 
well known for being simple and starvation free. Round-robin scheduling algorithm is very 
easy to implement and it handles all flows with same priority. Round-robin scheduling can 
also be used in centralized wireless network where different nodes share a single frequency 
channel. Base stations can use this algorithm to reserve a time-slots for mobile nodes in 
circular order and provide fairness. 

4. Simulation Results and Analysis 
      In this section, we present the numerical results and the performance evaluation of our 
work. Five UEs associated with single AP is considered and each UE will generate one flow 
with different TSPEC parameters. Generic Cell Rate Algorithm (GCRA) [24] is used to shape 
the traffic of each flows according to the TSPEC parameters. To analyze the performance of 
the proposed scheduling algorithm, different AP capacities are used. To be specific, this 
simulation is conducted with AP bandwidth of 1Mbps, 1.5 Mbps and 2Mbps. 
Table 1 summarizes the key parameter configurations used in this simulation. The scheduling 
period of the AP is divided into 50 equal sized time-slots. Each time-slot supports a maximum 
throughput of 20kb per time-slot for AP with a bandwidth of 1Mbps, 30kb per time-slot for AP 
with a bandwidth of 1.5Mbps and 40kb per time-slot for AP with a bandwidth of 2Mbps. The 
reason behind using these three AP bandwidths (1Mbps, 1.5 Mbps and 2Mbps) for different 
simulation setup is, to evaluate the performance those three scheduling algorithms (proposed, 
WFQ and round-robin) in the environment where there is limited bandwidth, enough 
bandwidth and excesses bandwidth.      
     

Table 1. System configuration  
Simulation Parameter Value 

Number of APs  1 
Number of UE 5 
Number of flow per UE 1 
AP’s Bandwidth 1Mbps, 1.5Mbps and 2Mbps 
Number of time-slots (K) 50 
Throughput 20Kb, 30Kb and 40Kb per Time-slot 

A. Scenario configuration 
In the equation (4), it is stated that the effective bandwidth (eB) of a flow is the maximum 

of the three parameters. Since the proposed flow scheduling algorithm is based on eB, this 
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simulation used two types of scenario configuration. The first configuration contains five 
flows with their eB equal to the first parameter of equation (4). Similarly, the second 
configuration contains five flows but, their eB is equal to the second parameter of equation (4). 
In other words, the above two scenario configuration can mean scenario configuration for 
delay sensitive flows and scenario configuration for flows with high packet generation rate. 

The aim of the first configuration is to evaluate the performance of the three scheduling 
algorithm when there is a need to guarantee the delay sensitive flows. The aim of the second 
configuration is to evaluate the performance of the three scheduling algorithm when there is a 
need to guarantee flows with high buffer requirements. The TSPEC parameters of each flows 
generated randomly to make the eB comply with the goal of each scenario configuration. The 
two scenario configurations are shown in Table 2 and Table 3. 

 

Table 2. The first scenario configuration 
Flow h  

 (Kbps) 
M 

(Kb) 
r  

(Kbps) 
b  

 (Kb) 
Delay 
(Sec) 

W 
(WFQ only) 

eB 
(Kbps) 

1 6000 9 160 80 0.05 4 180 
2 3400 4 360 152 0.01 6 400 
3 1260 12 108 37 0.1 3 120 
4 5640 10 40 100 0.2 2 50 
5 2160 12 576 60 0.02 5 600 

Table 3. The second scenario configuration   
Flow h    

(Kbps) 
M  

(Kb) 
r  

(Kbps) 
B 

(Kb) 
Delay 
(Sec) 

W 
(WFQ only) 

eB  
(Kbps) 

1 6000 12 60 80 0.5 3 60 
2 3400 2 90 152 0.1 4 90 
3 1260 8 900 37 0.5 6 900 
4 5640 10 600 100 0.2 5 600 
5 2160 11 90 60 0.3 4 90 

 

Note that the ‘W’ column in the above two tables is to show that the weight (W) needed for 
WFQ scheduling algorithm. Each weight in the two scenario configurations is generated 
according to the behavior of each flow and the nature of the scenario configuration. 

B. Simulation results 
Before the simulation results are introduced, two related metrics are defined to evaluate the 

performance of the proposed algorithm. One is the average throughput of each flow in two 
different scenarios. The average throughput actually show how many packets have been sent 
out during one schedule period. The time-slot utilization is another metric to show the average 
utilization of each time slot during a whole CFA. As shown in the Fig. 5, the color bar in black 
is the occupied time duration in each slot. The color bar in white or empty is the unoccupied 
time duration. The average time-slot utilization can be gotten by the sum of occupied 
‘black’duration over the sum of the assigned time slots. Another indirect metric can be the 
number of assigned time slots in a whole CFA period. The number assigned time slots can 
provide us the information of resource efficiency which algorithm performs better.  

Fig. 5. shows the average throughput of all five flows from the first scenario configuration. 
The figure illustrates the result of each three scheduling algorithms in terms of average 
throughput in Kbps.  
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Fig. 5. The average throughput of the first scenario configuration 

 
      As you can see from Fig. 5., the proposed algorithm has better average throughput for flow 
1, flow 2 and flow 5 (with delay requirements of 50ms, 10ms and 20ms respectively), whereas 
for other flows the proposed algorithm has slightly equal average throughput. Notice that the 
sustainable rate of flow 3 and flow 4 is 108Kbps and 40Kbps respectively. This results come 
from this sceniaro configuration, which provides the five flows superflous enough time slots, 
as shown in the Fig. 6. The number of assigned time slots are 38 of 50 used for all of the three 
algorithms and others are free.  

 
Fig. 6. The time-slot utilization of the first scenario configuration 

 
Fig. 6. shows the average time-slot utilization of each scheduling algorithm. The figure 

indicates that the proposed algorithm has better average time-slot utilization for AP with 
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2Mbps bandwidth. Keep in mind that the maximum achievable throughput of this 
configuration is 40Kb per time-slot. 

 
Fig. 7. Summery of system throughput comparison for the first scenario configuration 

 

    Fig. 7. shows the system throughput comparison between the three AP capacities for the 
first scenario configuration with 3 different bandwidth limitation. For this scenario, with the 
equivalent bandwidth above 1.5Mbps is allocated to CFA period, the proposed scheduling 
algorithm can achieve 1200Kbps throughput, which is the closest to the required throughput.  
This figure illustrates that the proposed scheduling algorithm has better system throughput in 
each AP capacitiy. Fig. 8. shows the average throughput of all five flows from the second 
scenario configuration. The figure illustrates the result of each three scheduling algorithms in 
terms of average throughput. As you can see from the figure, the proposed algorithm has better 
average throughput for flow 3 and flow 4 (they has huge buffer requirement 900Kbps and 
600Kbps respectively), whereas for other flows the proposed algorithm has slightly equal 
average throughput. Notice that the sustainable rate of flow 1, flow 2 and flow 5 is 60Kbps, 
90Kbps and 60Kbps respectively.   

 
Fig. 8. The average throughput of second scenario configuration 
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Fig. 9 shows the time-slot utilization of each three scheduling algorithms. The figure indicates 
that the proposed algorithm has better time-slot utilization for AP with 2Mbps bandwidth. 
Keep in mind that the maximum achievable throughput of this configuration is 40Kb per 
time-slot.  

 
Fig. 9. The time-slot utilization of the second scenario configuration 

 
Fig. 10. Summery of system throughput comparison for the second scenario configuration 

 
Fig. 11  shows the system throughput comparison between the three AP capacities for the 

second scenario configuration with 3 different bandwidth limitation. For this scenario, with 
the equivalent bandwidth above 2Mbps is allocated to CFA period, the proposed scheduling 
algorithm can achieve 1600Kbps throughput, which is the closest to the required throughput. 
This figure illustrates that the proposed scheduling algorithm has better system throughput in 
each AP capacities. 
From the above two simulation results we realize that  
 Round-robin scheduling algorithm gives priority for flow with highest packet size M  
 WFQ scheduling algorithm give priority for flow with highest sustainable rate r and 



5188                                                                       Sun et al.: Reservation based Resource Management for SDN-based UE Cloud 

 The proposed scheduling algorithm give priority for flow with highest eB.  
Hence we conclude that the proposed algorithm outperforms the other two scheduling 

algorithms for delay sensitive flows since it considers the delay requirement the flow to give 
priority. Safety-critical traffic such as emergency communications are always characterized by 
having very-low frequency of occurrence, extremely short delay constraints, and small packet 
size. The proposed algorithm best satisfies the requirement of such traffics as compared to the 
other two scheduling algorithms. 

5. Conclusion 
In this paper, we proposed a joint resource reservation and flow scheduling algorithm for 

cloud UE. Our proposed method used the power of SDN to reserve and schedule resources for 
delay sensitive flows. The basic idea of our proposed method is to abstract a collection of UEs 
as cloud UE and reserve resources to each flow based on the result of the proposed flow 
scheduling algorithm. A major benefit of our method is; it does not solely consider the 
maximum packet size or the rate of the flow; rather it is based on the effective bandwidth of 
the flow. Hence, it is very applicable for safety-critical and emergency traffics. Simulation 
results show that the proposed method has capabilities to satisfy the QoS requirements of 
delay sensitive flows. The results also show the proposed method has better average 
throughputs for delay sensitive flows.  For the future work, we planned to improve the system 
throughput each AP by introducing bandwidth-borrowing schemes. The ultimate goal is to 
borrow bandwidth from another AP when there is a limited amount of bandwidth left to satisfy 
the QoS requirements of a flow.   
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