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Abstract

Stratified cluster sampling has been widely used for effective parameter estimations due to reductions in
time and cost. The probability proportional to size (PPS) sampling method is used when the number of cluster
element are significantly different. However, simple random sampling (SRS) is commonly used for simplicity if
the number of cluster elements are almost the same. Also it is known that the ratio estimator produces a good
performance when the total number of population elements is known. However, the two stage cluster estimator
should be used if the total number of elements in population is neither known nor accurate. In this study we
suggest a composite estimator by combining the ratio estimator and the two stage cluster estimator to obtain
a better estimate under a certain population circumstance. Simulation studies are conducted to compare the
superiority of the suggested estimator with two other estimators.

Keywords: post weight adjustment, jackknife method, linear combination, ratio estimator, enu-
merated district

1. Introduction

Stratified two stage cluster sampling is widely used to reduce time and cost for the effective estima-
tion of total and variance. However, when reducing the cost, the accuracy of estimates will not be
good if a small number of clusters are selected and many units in each selected cluster are sampled.
Furthermore, the accuracy of estimates deteriorates when cluster sizes are very different and simple
random sampling method is used for cluster selection. For instance, in a household survey, if we set
the cluster with district named Dong, Yup, Myun and select a small number of clusters using a SRS
method, the accuracy of the estimates is not guaranteed due to the differences in cluster sizes. A com-
mon solution for this issue is to use a PPS method with known cluster sizes and the total number of
population elements. However, a stratified two stage cluster sampling method with SRS is frequently
adopted if the differences of sizes of each cluster are small. For instance, in household survey, census
is mostly used as a sampling frame which is formed by clusters called as enumerated district (ED)
with including about sixty households and the stratified two stage cluster sampling method with SRS
is commonly used.

However, the stratified two stage cluster sampling with SRS is not an appropriate method if we
select a rather small number of clusters with different sizes because there may exist a difference
between the total sum of design weights and the total number of population elements. Therefore,
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we need to eliminate the difference for more accurate estimates. For that adjustment, the size of
the population needs to be known and the calibration adjustment can be applied. Here the obtained
estimator using the calibration adjustment is known as the ratio estimator. For this reason, the ratio
estimator which utilizes the exact number of population elements has better results than the other
estimator obtained by a usual two stage cluster estimation.

However, getting the exact size of population is very difficult in practice. For instance, Census on
Establishment in Korea is commonly used as a sampling frame. However, the information from that
census was generally obtained two years prior. Hence, we suggest a composite estimator when the
cluster sizes are not exact but with minor differences and a simple random sampling used to select
clusters. A composite estimator is obtained by combining the two stage cluster estimator and the ratio
estimator. To calculate the composite estimator, two weights on each estimator need to be calculated
and obtained by one of the popular methods in Rao (2003). The variance estimate is known for the
two stage cluster estimation method. The different clusters sizes then indicate an approximate variance
estimator of the ratio estimator as illustrated in Cochran (1977).

This study used a Jackknife method (one of the popular replication variance estimation methods)
for the ratio estimator since the variance estimate of the ratio estimator is approximately obtained. The
weights which are the coefficients of the composite estimator are calculated using variances estimated
in each estimation method.

In this paper, the two stage cluster sampling method will be explicitly mentioned and the compos-
ite estimator, which combines the ratio and the two stage cluster estimator as stated in Section 2. Also
calculating the coefficients of the composite estimator (called as weights) is explained, especially the
delete one cluster Jackknife variance estimation method for the ratio estimator is focused in Section
3. In Section 4, some simulation results are compared and a real data analysis is conducted using Taxi
Company data in Section 5. The summary and conclusion are stated in Section 6.

2. Two stage cluster sampling
2.1. Stratified two stage cluster sampling

Stratified two stage cluster sampling method is a sampling technique to obtain an efficient estimation
by selecting a part of elements in selected clusters. Here are the notations in this study. L is the
number of strata in population, N, is the number of clusters of population and 7, is the number of
sample clusters in stratum h, Mj; is the number of elements in i cluster, h™* stratum in population
and my,; is the size of sample units in i sampled cluster, ™ stratum. Therefore the total number of
clusters in population is N = 3¢ =1 Na, the total number of elements of population is My = Z;ﬁ: | My,
and the total number of elements of population in stratum 4 is M;, = Zﬁ\fl Myp,;. Following estimators
are well explained in Cochran (1977).

2.1.1. Stratified two stage cluster estimation

In stratified two stage cluster sampling with L strata, the estimator of total, Y€ is defined by

L
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where yy;; is the j observation in i’ cluster, stratum /. Now the unbiased variance estimate of the
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estimator, Y€ is as follows.

A =C\2
L | a2 > (Yh- -Y ) nh 2
N, i=1 d h N Sohi
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ey, np — 1 ny 4 Mpi

% _ = = _ 1 my, -1 n - _ _
where Y = MuiJnis Yni = my; 207 Yhijs Yh = my 20 Muinis fin = nu/Nau, foni = myi/My,; and
Sopi> = Z hi | i j yhi)z /(my; — 1), the variance estimator for i"" cluster in A" stratum.

2.1.2. Ratio estimator of stratified two-stage cluster sampling

The ratio estimator is known as one of the calibration estimates in stratified two stage cluster sampling
with L strata. We assume that the number of elements in each population stratum, M}, is known. Then
the estimator of total, Y% is:

Mpi

L
N T ZM’”th,j 23)

i=1

We use the additional information of the number of elements in stratum &, M;, and may have more
accurate estimate of total than that of (2.1). The usual variance estimator of ¥* is:

L N2 Z Ml Vhi ny l
- hz h h<1h ) - flh) t - Z M/Zu(l f2hl) SZh 2.4

Here y), = ny ! Z:Z | Vi and all other definitions are the same as in (2.2).

2.2. Comparison of the estimators

Now the sum of the design weight # can be obtained by plugging 1 into Equation (2.1) instead of yy;;.
That is = 3, Na/ni 2} M.

If the size of population in stratum %, M}, is known, then the ratio estimator can be used. If not, or
inaccurate information, the value of M, must be estimated. The estimate of the size of population in
stratum £ is as follows:

. N
M, = -~ ZM;” N, M, (2.5)
i=1

Therefore if there are some problems of estimating the mean of size of each cluster, obviously
the estimate of total should be worse. That is, if Nj,/n, and M}/ 3", My = Zﬁ’l Myi/ X7, My are
identical or at least similar, then the estimated value using (2.1) can be used.

Now assume that M; is random and M;; ~ (M), a'i) with M, mean of the number of elements
of cluster and o7, the variance of My;. Then M), = n,~' Y7, My ~ (My, o3 /ny). Therefore if small

number of sample clusters is used or 0']21 is large, then the accuracy of estimate of total obtained by the
two stage cluster estimator becomes worse.
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3. Suggested composite estimator
3.1. The composite estimator

Practically the number of elements in each cluster is hardly the same. Of course, EDs in census have
about 60 households and therefore 0']% ~ 0 and M, can be estimated close to the true value.

However, for instance, EDs in Agriculture census have the different cluster sizes. In addition, the
number of sample clusters is rather small in most of cases. Census cannot be used as sampling frame
if the survey is not for official statistics. In those cases, the accuracy of the two stage cluster estimator
can be declined.

To overcome this situation, we suggest a new composite estimator, IA/CP, which combines two
estimators ¥ and ;.

The suggested linear composite estimator is defined by

VP = o€ + (1 — )Pk, (3.1

where « is the weight of the suggested composite estimator.
Now the estimated value of a can be obtained by

MSE (##) 7 (7%)
MSE (7%) + MSE(2€) ~ V(¥%) + ¥ (¥¢)

(3.2)

a =

For more details of the estimated value of the weight a, see Rao (2003) or Hwang and Shin (2013).
Here V(Yc) and V(I?R) can be calculated using (2.2) and (2.4). However, we use the replication
variance estimation, especially the Jackknife variance estimator since the variance estimator (2.4) is
not unbiased.

3.2. Jackknife variance estimator

From Cochran (1977), we have that the variance estimate of the ratio estimator in stratified two stage
cluster sampling is obtained approximately. So that in this study we use the delete one cluster Jack-
knife variance estimation method. This method is also used in Lee et al. (2015). The Jackknife vari-
ance method is a commonly used non-parametric methods that can reduce bias. Quenouille (1949)
suggested at first and Tukey (1958) used this for variance estimation. More details are found in Wolter
(1985).

The general set up for the Jackknife variance method is as follows. First using the size of n
samples, Y1, Y>,...,Y,, we can calculate 0 = f(Y1,Y2,...,Y,), an estimator of parameter 6. Then
similarly after deleting the k™ element, the estimator deleted one element can be obtained as below.

by = F(Y1, Yoy Vit Yisrs .., Vo). (3.3)
The Jackknife variance estimator is:
. n—1) 0 a 5 \2
V 0 = 0” - gn ) 3.4
( JK) . ;( *) (k)) (3.4)

where 6, is the mean of 8.

Now the delete one cluster Jackknife method which is used in this study is that deleting k" cluster
is used instead of deleting one element. Using delete one cluster Jackknife variance method, the
variance estimator of the ratio estimate is as follows.
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First from (2.3), the estimator of total of stratum /4 is YR (Mp/ X700 Myi) X0 Mpi/my,; ZTz’”'l Vhij-
After deleting k™ cluster, the estimator of total of stratum 7% is

k) Mpi

N M, M,
Yi{(llf) = Znh(k)h]w Z i thl]’ (35)
where
- Npky = np — 1, if k € clusters in stratum A,
h(k) = k) = N otherwise.

Now the estimator of total is Y(Jk’f Sk, ¥u(k)y’X and from (3.5) the Jackknife variance estimator
is:

. n-1) v = JK\2
V(P7K) = . (Y{k’f Y(k)) : (3.6)

YJK

=JK
where n = 22:1 ny, is the total number of sample clusters and Y, is the mean of )

4. A simulation study

In this section, the composite estimator which is the linear combination of the two stage cluster and
the ratio estimators is compared with the other two estimators to improve the estimate accuracy for
the stratified two stage cluster simple random sampling with different cluster sizes. For simplicity, we
assume the number of strata is L = 1.

For the simulation study, the number of clusters in population is N = N; = 500, the number of
sample clusters is n = n; = 20,40 and the number of sample elements in cluster is my; = my; = 5, 10.
First the normal data are generated with difference size of cluster unit, M;; = M\;. Also for existing
variation of means between clusters, we consider different mean my, in normal distribution. Lastly,
for considering changes of population size M, at the time of survey period, we generate values of M,
from normal distribution with mean M,,,,, = Zfil M,; and variance 0-12\41 . Following are the simulation
set up and the values used for simulation.

(1) My “ N (My,0% ), (M1,0,) = (30,4),(60,4), (60, 8).

@) M, “ N(the, O'ﬁ,h), CV| = oy, /My = 0,0.01,0.02,0.03.
3) my, © N(uy.02y). (uy. ouy) = (200,24).

(4) yuij in(in,O'%,), oy = 10.

We also use root mean squared error (RMSE), Bias, absolute bias (ABias) for the comparison statistics
defined by

RMSE =
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Table 1: Comparison results with (#, o) = (30,4)
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CV, Bias Abias RMSE
n my, - : :
i (%) ratio cluster com ratio cluster com ratio cluster com
0 -5653  -7574  -6897 61365 101170 76930 77050 125924 96350
5 1 -312 -6488  -2963 67699 102045 79506 86071 127995 99599
2 2441 1268 1653 77656 91127 77482 98211 112349 96215
20 3 -5318 -305 -189%4 95540 84619 78215 120844 106776 98430
0 435 3219 1734 63175 86358 71569 79513 109888 91192
10 1 —4181 —484 2323 68463 89846 74357 85076 111740 93145
2 3943 1785 2909 76286 86361 74568 95774 110127 93214
3 3917 2067 3918 90996 87383 76466 114142 108929 96018
0 -3387 -2708 -3163 42639 55372 46015 53180 69039 56768
5 1 -1303  -1938 -1692 50192 58119 49758 63363 73246 62801
2 -1873  -2795 -1878 63968 59279 54812 80239 74044 69342
40 3 1307 3439 3257 84915 63190 64886 106087 78810 81292
0 136 3384 1507 43763 59919 47779 55228 74335 59948
10 1 1983 261 1074 50405 56557 48926 63690 71156 61293
2 -32 3881 2199 64503 58688 54718 80708 73364 68497
3 578 504 1549 80686 60774 62346 101530 76981 78455
Abias = absolute bias, RMSE = root mean squared error.
Table 2: Comparison results with (M, o) = (60,4)
— CVy Bias Abias RMSE
T (%) ratio cluster com ratio cluster com ratio cluster com
0 2738 =719 544 129244 149364 139756 162020 187351 175130
5 1 —1885 —5480 -3629 138010 164342 147252 170317 205318 183362
2 4821 -74 2827 161636 168591 152781 202792 209229 190531
20 3 8014 552 5989 188795 146808 143700 238981 183651 180516
0 -5629 —4427 —-5035 125727 139736 133095 156323 173100 164868
10 1 -12732  -12519 -12479 134527 138234 133149 166828 172477 165391
2 3199 447 2194 152801 136211 133179 192956 170680 167668
3 —-1471 2703 3639 188964 138715 137314 234252 171749 171321
0 2473 3068 2624 91554 95604 91590 114135 121122 115838
5 1 —-1467 4726 2419 94104 98611 90347 119672 124781 114614
2 -5675 -763 —1864 135500 100956 104694 168242 124306 129777
40 3 —4411 -176 1172 167519 95438 109145 208048 120531 135661
0 —473 779 -74 89211 98252 92475 111957 122360 115568
10 1 -769 —884 -913 96250 95815 91510 119786 119180 113429
2 2785 2044 3635 132502 98426 101113 164583 122046 126581
3 4458 -264 4092 163370 92351 105927 204709 117070 133566
Abias = absolute bias, RMSE = root mean squared error.
1 R
Bias = — Z ()A’(’) - Y) ,
R
r=1
1 R
ABias = — > [F) - ].
R <

Here we use replication number, R = 1,000 and the results are tabulated in Table 1 to Table 3.
From Table 1 to Table 3, we can see the similar trend of results. First of all, based on Bias, we cannot
see any pattern by changes in the numbers of sample clusters or elements of each cluster. The three
estimators are all unbiased. Now when we change the number of sample clusters, 20 to 40 which
means, the number of sample clusters is increasing, the results of Abias and RMSE show that all
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Table 3: Comparison results with (#, o) = (60,8)

CV, Bias Abias RMSE
noomy, - - :
i (%) ratio cluster com ratio cluster com ratio cluster com
0 2091 -224 454 126682 173960 145137 160600 223836 186664
5 1 —18738 —13050 —15411 137025 194506 157803 169711 239948 194287
2 -2874 -4180 -3381 157295 174411 150204 200333 221292 191979
20 3 16182 6295 11413 194807 169451 159063 243860 212264 198785
0 -5714 —4375 -6311 123797 163102 139152 155073 206022 174892
10 1 347 1286 859 134821 172857 147388 170415 215237 182762
2 972 =501 1154 164665 173700 154188 205641 215881 192029
3 -8868 —10257 -8500 191113 175508 161688 240872 220967 201210
0 3127 —493 1293 89605 121985 97760 110815 151083 120078
5 1 —1255 5618 1833 98782 121432 98211 123481 152000 123374
2 -1760 -12 12 126862 126322 109212 160940 157566 139188
40 3 -2221 =575 1250 165024 127531 124456 206835 158103 157917
0 2234 1055 1960 91919 130454 100770 115739 163531 127420
10 1 6628 2888 5196 103656 125007 103859 129933 156408 130869
2 -3762 -9226 -4681 131463 121479 112264 164179 152589 139289
3 550 1255 2797 177316 122268 130812 216391 153856 159909

Abias = absolute bias, RMSE = root mean squared error.

estimators improve the accuracy of estimates. However, obviously increasing m,, 5 to 10, does shows
little improvement.

It is clear that if CV| gets larger, then the ratio estimator rapidly deteriorates. Obviously the
results of the two stage cluster estimator do not change because of not using the information of the
size of population, M;, = M;. Now for the case of CV; = 0, with known and accurate population
information, the ratio estimator is the best. However, if CV; is greater than 0.01 then the two stage
cluster estimator is better than the ratio estimator.

However, the suggested composite estimator shows stability on every case. Especially, the sug-
gested composite estimator has relative merit for the case of CV; = 0.01. That is, the suggested esti-
mator is at least the same as the better one when based on Abias and RMSE statistics. Furthermore,
when CV| gets large, the ratio estimator rapidly deteriorates. However, the suggested estimator still
gives stable results. Also, the two stage cluster estimator has a large bias compared to the suggested
estimator (relatively).

Consequently, the ratio estimator is the best if we do have known and accurate information on
population. However, knowing the accurate information about the population at the survey period is
not quite possible and difficult. Therefore the suggested composite estimator will be best when the
population is changed but not knowing the exact information.

5. A real data analysis

In this section, we use Taxi Company data from 170 taxi companies in Korea. The data includes the
variables: region, company name, travel distance/transfer distance and we are interested in the travel
distance variable. For this real data analysis, we adopt the Salvati e al. (2010) method for generating
pseudo population. With 170 surveyed taxi company data, the pseudo population is generated by
re-samples of clusters, with a replacement 30 times. That means we have 5,100 clusters in pseudo
population. The administrative district are made of 2 strata. Then the number of clusters in each
stratum, N; and the number of elements in each cluster, M}; are obtained. Among these, we deleted
M;,; which is greater than 150 or less than 7 because in practice the differences between M,; are hardly
large.
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Table 4: Comparison results for real data analysis (Stratum 1)

CV, Bias Abias RMSE
n my, - : -
i (%) ratio cluster com ratio cluster com ratio cluster com
0 -250  -3390 -1671 7130 9513 8234 8877 11889 10336
3 3 238  -2794  -1334 7595 8722 7601 9642 11019 9624
5 271 -2312 -682 9024 9172 8232 11335 11510 10405
15 10 806 2624 —443 12863 8952 8989 16165 11276 11414
0 -266  -3037 -1573 5745 8273 6751 7255 10456 8492
5 3 136 2224 -992 6583 7905 6816 8234 9946 8539
5 79  -2960 -854 12692 7870 8247 15828 9954 10481
10 -297  -2666 -1110 7943 8017 6947 9916 10085 8752
0 32 -1619  -1050 4404 4985 4665 5495 6242 5818
3 3 517 —1404 =745 5380 4716 4608 6860 5997 5851
) 5 325 —-1644 —-865 7054 4871 4953 8924 6245 6346
30 10 -816 —1805 -1174 11905 4931 6024 14941 6262 7986
) 0 56  —-1635 -1149 3265 3775 3487 4094 4754 4375
5 3 =37  -1499 -1044 4569 3764 3672 5775 4752 4565
5 326 1743 -997 6441 3925 3959 8168 4920 5017
10 605 —-1584 -505 11675 3744 4843 14606 4800 6511

Abias = absolute bias, RMSE = root mean squared error.

Table 5: Comparison results for real data analysis (Stratum 2)

CV, Bias Abias RMSE

" Mhi (%) ratio cluster com ratio cluster com ratio cluster com
0 -1662 1635 =317 7353 8819 7906 9429 11240 10049
3 3 -1015 2166 689 7822 8884 8155 9949 11047 10204
5 —1258 1843 384 9360 9317 8432 11844 11535 10660
15 10 -325 1849 406 12348 8360 8816 15759 10581 11607
0 —1364 1951 221 6574 8249 7017 8410 10378 8851
5 3 -1060 2218 64 7377 8359 7121 9339 10448 9090
5 -935 2549 842 8126 8499 7444 10469 10615 9383
10 -975 2051 1142 12961 8321 9004 16500 10323 11344
0 -909 -387 -559 4058 4293 4238 5174 5410 5371
3 3 =732 =551 -587 5090 4326 4366 6403 5372 5504
5 -530 -628 -384 6612 4436 4777 8374 5592 6118
30 10 —1898 -963 -852 11508 4236 5549 14338 5367 7552
0 —1278 -954  -1056 3304 3566 3449 4192 4452 4327
5 3 -997 -678 =730 4498 3527 3561 5723 4501 4575
5 =776 -646 -629 6350 3640 3971 8039 4621 5173
10 —1161 =718 -464 11630 3586 5098 14489 4640 7158

Abias = absolute bias, RMSE = root mean squared error.

From each stratum, sample clusters with n, = 15,30 are selected and from each cluster, samples
with my; = 3,5 are selected. Three estimators stated in Section 3 are calculated and the results are
compared based on the comparison statistics in Section 4. We use CV = 0,0.03,0.05 and 0.1 to
consider the changes on population. The number of replications is 1,000 and the results are in Table
4 and Table 5.

Both Tables 4 and 5 show similar results. First, based on Bias, we cannot see any trend or pattern
because three estimators are all unbiased. However, based on Abias and RMSE, the results vary
depending on the value of CV. Especially from Table 4 in case of n = 15, the results of the two
stage cluster and the ratio estimates are switched with respect to RMSE in between CV = 0.05 and
CV = 0.1. However, the results of the case of n = 30, are switched between CV = 0.03 and
CV = 0.05. The suggested composite estimator also shows stable and relatively good results. Table 5
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shows similar results to Table 4.

6. Summary and conclusion

When the total number of population elements is unknown, the two stage cluster estimator should
be used to estimate the total. However, the ratio estimator is recommended if the total number of
population elements is known and accurate. The ratio estimator or the two stage cluster estimator can
be used when the total number of population elements is known but not accurate. At this point, the
choice of estimators is depending on the accuracy about information of population and on the number
of cluster elements. However, those terms cannot be assured in general. Therefore, we suggest a
composite estimator which is a linear combination of the two stage cluster and the ratio estimators.

There exists a time difference between sampling frame and survey period. Also, cluster sampling
designs are usually used to reduce the survey costs. Therefore, the number of population elements is
not known in most cases and the sizes of each cluster are not the same. For that case, the suggested
composite estimator will give more stable and better estimates compared with two other estimators
under those conditions.
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