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This paper proposes an adaptive multimodal in-vehicle 
information system for safe driving. The proposed system 
filters input information based on both the priority 
assigned to the information and the given driving situation, 
to effectively manage input information and intelligently 
provide information to the driver. It then interacts with 
the driver using an adaptive multimodal interface by 
considering both the driving workload and the driver’s 
cognitive reaction to the information it provides. It is 
shown experimentally that the proposed system can 
promote driver safety and enhance a driver’s 
understanding of the information it provides by filtering 
the input information. In addition, the system can reduce 
a driver’s workload by selecting an appropriate modality 
and corresponding level with which to communicate. An 
analysis of subjective questionnaires regarding the 
proposed system reveals that more than 85% of the 
respondents are satisfied with it. The proposed system is 
expected to provide prioritized information through an 
easily understood modality. 
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I. Introduction 

1. Necessity for Adaptive Multimodal Interaction for Safe 
Driving 

These days, cars are equipped with human–machine 
interface (HMI) devices that provide both information and 
entertainment, such as navigation devices and various AV 
players. In addition, cars of the future are to be mounted with 
interfaces that will require alternative methods of interaction, 
such as gesture recognition–based interfaces [1]–[2], or 
tracking technologies that can track the motion of the human 
body [3]–[4]. Research conducted by [5]–[6] indicates that 
HMI devices in a car are deeply related with driver safety. 
Inappropriately designed HMIs can threaten driver safety. To 
prevent car accidents that are a result of a driver’s interaction 
with an in-vehicle HMI device, it is essential to consider 
alternative designs of such devices that focus on reducing the 
required level of interaction between driver and device. A more 
effective approach to improving driver safety in such cases 
would be to try to develop ways to make drivers better 
understand various types of input information. For instance, in 
the case of elderly drivers, one could consider using different 
types of modalities or varying the level at which a modality 
operates so as to ensure that an elderly person is able to easily 
recognize a type of input information. 

One emerging solution to the aforementioned problem is  
that of adaptive multimodal interaction. Firstly, a car’s 
surroundings are detected while its driver drives the car, and 
then secondly, the most suitable modalities for providing 
information to the driver are selected. Finally, if necessary, the 
levels of these modalities can be adjusted according to whether 
the information is very important or if there is a warning that 
should be urgently delivered to the driver. 
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In this context, the proposed adaptive multimodal in-vehicle 
information system (AMiVIS) determines the order of priority 
of the information to be provided to the driver having already 
considered the driving situation and driver’s cognitive state; 
selects the modality with the minimum driving workload; and 
then informs the driver of the necessary information. Next, 
according to the driver’s reaction, it adjusts the multimodalities 
or their corresponding levels as is necessary. 

2. Necessity for Intelligent Information Management for 
Safe Driving 

The modern age has been referred to as an information 
society [7]. An exponential increase in the amount of 
information in the world has occurred, and we are now able to 
access a variety of information systems through a network-
based distributed computing environment. In light of this, the 
need for information technology for processing huge amounts 
of information has arisen.  

T. Masue and others proposed a method for transferring 
information to control the usage of content more quickly and 
efficiently, and thereby prohibit any overhead incurred when 
transferring usage control information for several types of 
content [8]. In addition, J. Georgy and others presented a 
method for transferring vehicle navigation information faster 
and more effectively through a continuous and accurate system 
integrating low-cost MEMS-based inertial sensors, a vehicle 
odometer, a GPS, and map data from road networks [9]. These 
methods focus on how to combine different types of information 
and offer the resulting information more quickly to a system user.  

However, to provide intelligent information, it is most 
important to consider user-centered interaction. One of the 
methods used to intelligently offer information is to provide the 
most easy-to-understand and prioritized information to the user. 
The authors in [10] introduced a method for filtering and 
sharing various types of information based on AI technology. 
Their method then provided users with only the information 
that was necessary from the resulting filtered information. 

To manage all in-vehicle information automatically, D.R. 
Tufano and others [11] developed an in-vehicle information 
system (IVIS) that could manage and display all in-vehicle 
information, in the sense that in-vehicle information is first 
prioritized and then filtered or in some cases fused prior to 
being displayed to the driver. This system was developed for 
the US Federal Highway Administration. The system supports 
a more efficient uptake of the driver’s available information 
and minimizes the potential for driver distraction, thus 
enhancing driver safety. 

Through the development of intelligent information systems 
that select and recommend information using both a preference 

estimation model and a collaborative filtering technique, 
various information filtering methods based on a priority 
ranking scheme have been proposed [12]–[14], as have 
methods applicable to an intelligent vehicle information system 
[15]–[18]. 

Owing to the rapid developments in automotive telematics 
devices and the intelligent automotive industry, vehicles have 
recently become more than a simple transport medium. Drivers 
are now able to conduct various activities while driving and 
receive various types of information provided from their 
vehicles. Using in-vehicle and out-of-vehicle network 
technologies, telematics can provide many more services to 
drivers, such as transmissions on both infrastructure and 
vehicle information. In addition, an intelligent transport system 
(ITS), such as an advanced traffic management system (ATIS), 
an advanced public transportation system (APTS), or an 
advanced vehicle and highway system (ATMS), can quickly 
provide greater amounts of road and traffic information to 
drivers [19]–[21]. The development of these technologies has 
also brought about greater convenience and enjoyment. 
However, offering a greater variety of information while 
driving may endanger the safety of the driver. In particular, 
providing unnecessary information may distract a driver; 
furthermore, the operation of various in-vehicle devices may 
result in traffic accidents [22]–[31].  

According to the authors of [29] and [30], the number of car 
accidents occurring as a direct result of a driver (one that was 
involved in such accidents) using a hand-held mobile phone 
while driving has increased sharply since 2007. Such a cause 
now accounts for 17% of all car accidents. Nevertheless, it is 
increasingly likely that drivers will continue to be provided 
with ever-increasing amounts of information from their in-
vehicle HMI devices. Therefore, the necessity to develop an 
intelligent IVIS to manage and control such information is only 
going to increase [31]. What exactly an intelligent IVIS is and 
how to manage and control such a system intelligently are 
important questions. Such a system provides necessary 
information to a driver at the right place and at the right time. 
Thus, this type of system can help increase driver safety and 
bring about driving convenience with a minimization of driver 
workload. How to determine what information is needed and 
how to provide this information to the driver in an appropriate 
way when required are the next questions that need to be 
answered. 

II. AMiVIS 

1. Overview of Proposed AMiVIS 

For the development of an intelligent IVIS, this paper first  



628   Hye Sun Park and Kyong-Ho Kim ETRI Journal, Volume 37, Number 3, June 2015 
http://dx.doi.org/10.4218/etrij.15.0114.1104 

 

Fig. 1. Overview of intelligent in-vehicle navigation system. 
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proposes an adaptive information interaction method that 
estimates and extracts information regarding a driving situation, 
the driver, and the driver’s driving workload; selects a proper 
modality and adjusts its level in accordance with the given 
driving situation and driver’s cognitive state; and offers the 
information to the driver. Second, this paper proposes a smart 
information management method for filtering indiscriminate 
input information that is collected owing to the recent rapid 
development of vehicle technology. This paper calls the system 
with these two intelligent information provision functions an 
AMiVIS. 

The AMiVIS is a software system equipped inside of an 
intelligent in-vehicle navigation system. Figure 1 illustrates an 
overview of the intelligent in-vehicle navigation system 
included with the proposed AMiVIS. The intelligent in-vehicle 
navigation system was designed such that the left side of the 
screen shows the navigation information and the right side 
presents information regarding the driver, vehicle, and 
environment, including the driving workload values extracted 
from the sensors in real time. In addition, the intelligent in-
vehicle navigation system provides urgent information with a 
higher priority than the route information to the driver through 
a warning voice or a display on the left side of the screen. 

The intelligent in-vehicle navigation system is implemented 
by connecting to four different software (S/W). The first S/W 
estimates the vehicle status, driver state, and ambient situation. 
First, vehicle state (SV) estimation infers the driving tasks, such 
as driving, stopping, and accelerating, using the measured 
vehicle information. The vehicle information is detected from 
an OBD-II device based on the vehicle’s speed, steering angle, 
braking, and other information. Next, a driver state (SD)  

 

Fig. 2. Flowchart of proposed AMiVIS. 
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estimation tracks the driver’s head and eye movements from an 
eye-tracker and camera mounted in the vehicle. In addition, it 
also obtains the driver’s physical state, such as their pulse, 
respiration, and temperature. From this information, the 
proposed system can estimate the driver’s level of distraction, 
drowsiness, and general health. Finally, the ambient situation 
(SE) estimation recognizes obstacles and lanes using a sensor 
fusion based on two radars and two cameras equipped in the 
vehicle. Thereafter, it can infer the driving situations and degree 
of danger in the surrounding environment. The second S/W, 
the proposed AMiVIS, integrates, manages, and controls the 
input information. The third is a navigation S/W. The last S/W, 
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a call control S/W, is related to the driver’s smartphone 
connected with the vehicle, and through the use of an app 
(HVI), it can intelligently control the receiving and transmitting 
of messages. The app and AMiVIS are connected through 
Bluetooth. If a driver receives a call while driving, then 
navigation S/W automatically blocks the call and sends a text 
message to the caller depending on the driving situation. In 
addition, during an emergency, this S/W includes automatic 
connection to a caller through a voice transmission service. 

A flowchart of the proposed AMiVIS is presented in Fig. 2. 
Once three types of driving condition information are received; 
that is, the driver state, vehicle status, and ambient situation 
(indicated by “3S” in Fig. 2), the navigation information and 
phone information are input, and the system starts to filter the 
provided information. First, the system prioritizes the 
information using a predefined database (DB), and thereafter 
determines the best time to provide the information based on 
the driving situation awareness. Thus, the information to be 
provided and the time to provide it are selected. Next, the 
system then determines the proper modality and its level based 
on the results of a driving-workload measurement. Finally, the 
system checks whether the driver recognizes the provided 
information. If the driver is not fully aware of the output 
information, then the system readjusts the provided modality 
and its associated level. 

The proposed system has the following advantages: 
■ The AMiVIS filters input information from various in-

vehicle devices, and the system preferentially provides high-
priority information. Thus, it improves driver safety by 
reducing driver distraction from providing multiple types of 
information indiscriminately. 

■ The AMiVIS measures the driver workload according to four 
channels in real time; selects the modality with the lowest 
workload among the visual, auditory, and tactile modalities; 
and provides information to the driver. It thus helps reduce the 
risk to the driver by reducing their driving workload and 
improving their understanding of the information provided. 

■ The AMiVIS uses, and adjusts the levels of, multiple 
modalities to allow the driver to operate the vehicle safely 
even when the driver overlooks important information or 
does not react to a given warning. 

2. Proposed AMiVIS Configuration 

The proposed system consists of the following four stages: 
information priority determination, driving situation awareness, 
optimized workload–based modality selection, and driver’s 
cognitive reaction–based modality-level control. First, the 
information priority determination stage formulates the order of 
priority of the input information type — each of which has two 

associated attribute types. Second, the driving situation 
awareness stage determines the information to be provided and 
the transit time, based on the road type, travel direction, speed, 
and so on. Next, the optimized workload–based modality 
selection stage offers the driver high-priority information 
through an interface through which the driver can most easily 
understand the information. To select the proper interface, the 
driving workload value and combined driving workload value 
for the four channels are calculated, and the optimal modality  
is extracted. Finally, the driver’s cognitive reaction–based 
modality-level control stage observes the driver’s reaction in 
real time. If the driver does not recognize the received 
information well, then at this stage the modality channel is re-
selected and the corresponding modality level is upgraded. 
More detailed explanations are given in the following sub-
sections. 

A. Information Priority Determination 

The information priority determination stage, which consists 
of two steps (dispatcher and scheduler), prioritizes the input 
information and determines which information the AMiVIS 
will offer. 

First, when the dispatcher receives information, it determines 
what group and type the information belongs to; discerns the 
attributes of the information according to the driving situation; 
and delivers to the scheduler the basic values that were pre-set 
according to the groups and types of information and the 
weights that were set according to the information attributes. 
These attributes are safety and timeliness and can be changed 
depending on the driving situation. Here, safety is information 
related with safety, and other information is given for 
convenience. 

Next, the scheduler calculates the order value of the 
information (Oi) using (1) based on the two delivered factors 
(basic values and weights). Through the calculated order value, 
the priority of the input information is determined. At this time, 
the bigger the order value is, the higher the priority it is given. 

 1 22 1.5 .
i i

i i a a
O b w w               (1) 

In (1), O is the order value, bi a basic value, 1
ia  is the safety 

(the first attribute of information), and 2
ia  is the timeliness 

(the second information attribute). The basic value of 

information (bi) is one that was calculated in advance 

according to the groups and types of information based on the 

following four heuristic rules: 
■ The information provided from AMiVIS is divided into four 

groups — driver is composed of information related with the 
driver; vehicle is information related with the vehicle, device 
is information related with the devices within the vehicle, and  
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Table 1. Predefined DB of attributes and priority according to 
information type. 

Group Type 1st attribute 2nd attribute Priority

Distraction Safety Timeliness 2 2

Drowsiness Safety Timeliness 1 1Driver 

Health check Safety Non- 4 5

Vehicle 
Components 

problem 
Safety Non- 5 6

Convenience Non- 7   
Navi. Route guide 

Safety Non-   4Device 

Phone Receiving call Convenience Non- 6 7

Obstacle Warning Safety Timeliness 3 3

 

 
obstacle is information related with obstacle warnings. 

■ Each group is made up of more than one type. In addition, 
each type is assigned with a different basic value (bi). The 
smaller the basic value that is assigned, the less important the 
information is. The smallest basic value that is assigned is 1, 
and the basic value increases as the number of types increases. 

■ For the basic values of all types in the driver group, 1.5 is 
added to each basic value assigned for each type. On the 
contrary, for navigation information for all types of the device 
group, 0.5 is subtracted from each basic value, and for phone 
information, 1.0 is subtracted from each value. 

■ The value added to the basic value or the value subtracted 
from the basic value for each group is, based on the order 
value calculated by (1), adjusted to consistently produce the 
same information priority under the same conditions. 

In (1), the weight (w) of an information attribute is given to 
only information with the attribute of safety or timeliness. Thus, 
types with an attribute of safety or timeliness are assigned with 
a particular weight. Basically, since the attribute of safety 1( )ia  
is more informant than the attribute of timeliness 2( )ia  in 
calculating the order value, (1) calculates the weight of each 
attribute reflecting this fact. 

Table 1 shows an example of the generated information 
order results for all information that may be provided from the 
proposed AMiVIS. 

B. Driving Situation Awareness 

The driving situation awareness stage determines the 
information provided and the transit time based on the road 
type, steering wheel angle, speed, and other factors. This stage 
should judge whether the driver is in a situation in which they 
can recognize the information. If the driver is not in such a 
situation, then this stage should select the proper time to 
provide the information and then give it at that time. Among 

the vehicle information estimated from the vehicle status 
estimation S/W, this stage determines whether the driver is in a 
safe enough situation to receive the information using both the 
steering wheel angle and the vehicle speed. For example, if an 
urgent call comes while driving, then this stage can receive the 
call from the terminal. However, when the driver should focus 
on a driving situation such as a sharp curve, the system 
automatically cuts the call and sends the sender a text message 
letting them know that the recipient is not able to take their call 
right now. In addition, when the driver can safely answer the 
phone (for example, when there are no other vehicles nearby 
on a straight road), the system automatically receives the call. 

C. Optimized Workload–Based Modality Selection 

This stage offers the driver prioritized information through 
an interface through which the driver can most easily 
understand the information. To select the proper interface, 
AMiVIS calculates the driving workload value combined from 
the four channels and then extracts the optimum modality and 
its level. The driving workload value is determined using the 
total driving workload (DWT) combined with each of four 
workload values (DWA, DWC, DWV, and DWP). Here, DW 
refers to driver workload, and A, C, V, P and T indicate auditory, 
cognitive, visual, psychomotor, and total, respectively. The 
workload values for the four channels are extracted using the 
following method.  

First, the driver completes a survey, which measures the 
workloads for the four channels, before being allowed to begin 
to drive. The survey consists of questions that were made based 
on driving behavior determinants, driving confidence levels, 
and subjective workload assessment tools (NASA-TLX, 
driving activity load index (DALI), and so on), and that can 
predict subjective driving workloads. Based on the results of 
this survey, the initial workloads for the channels are 
designated. In addition, the initial workload values, which are 
set according to the driver’s gaze; the operating condition of the 
navigation system and mobile phone; and the states of the 
surrounding vehicles and environment, are updated in real time 
through the three above-mentioned S/W programs, excluding 
the proposed AMiVIS S/W.  

Next, the total driving workload is evaluated as below. When 
optimally based on the driving workload values calculated in 
real time as explained above, the information is given through 
the modality belonging to the channel whose workload is the 
smallest among the four channels. To optimize the workload, 
the total driving workload (DWT) is updated by this stage using 

 
T ch ch

ch A,C,V, P

D DW ,W 


             (2) 

where DWT is defined as the weighted sum of DWA, DWC, 
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DWV, and DWP at time t. In addition, DWA,t is the current 

auditory channel, which is updated using the weighted sum of 

A, 1 A, ,D A, ,V, , ,DW t t tS S and A, ,E A, 1DW;t tS  is a previous 

auditory channel; and A, ,D A, ,V, ,t tS S  and A, ,EtS  are the 

current auditory states of the driver, vehicle, and the 

environment, respectively. These states, which are given as 

measured values from each sensor, are determined using a 

codebook; C, V,DW ,DW ,t t  and P,DW t  are also updated in 

the same way. The updated equation is as follows: 

 
 

 

ch, ch, , ch, 1
D,V,E

DW 1 DW

ch A,C,V,

.

P .

   


  



t t f f t
f

S
    (3) 

Finally, this stage selects the modality, controls the level of 
modality, and determines the transfer time. To select the 
transferring modality, this stage selects the minimum number 
of channels required, as compared to using all four channels, 
based on the optimized driving workload. Thus, the 
transferring modality is determined through  

T ch ch
argmin ch {A,C,V, P}

DW DW .


           (4) 

Next, if DWT is over a given threshold value, then the AMiVIS 
does not transfer information to the driver. Otherwise, the 
AMiVIS provides the information using the selected channel 
based on (4). There are three levels of modality — levels 1, 2, 
and 3. Level 1 is the default level. In this paper, the level 
indicates the transfer strength. 

D. Driver’s Cognitive Reaction–Based Modality-Level Control 

The driver’s cognitive reaction–based modality-level control 
stage observes the driver’s reactions in real time, and the 
modality and its associated level are updated according to the 
reaction results. The judgment of the driver’s awareness differs 
depending on the type of the provided information. For 
example, when an obstacle warning is issued, if the driver turns 
the steering wheel or reduces their speed to avoid the obstacle, 
then it is judged that the driver was made aware of the 
information provided. This judgment of the driver’s awareness 
uses the vehicle speed and steering angle, which are extracted 
from the vehicle status estimation S/W. If the driver does not 
recognize the received information well, then the system   
re-selects the channel using (4), and ch,t  is then updated 
using 

ch, ch, 1.t tk                   (5) 

In both (4) and (5), k and   are determined experimentally. 
Finally, the modality level is upgraded when the selected 
modality is reselected. 

III. Experiments 

The experiments to verify the usefulness of the proposed 
AMiVIS prove that the two proposed functions (a function that 
filters input information using the driving situation detection 
and information priority, and a function that offers information 
with the optimal modality and level based on the detection of 
the driver’s cognitive reaction) improve driving safety and 
make the driver easily understand the information provided by 
minimizing the driver’s workload. In addition, the results of a 
survey questionnaire given to the users of the AMiVIS indicate 
that they were satisfied with the adaptive multi-interaction 
system. To prove the two functions of the system, two 
experiment scenarios were created. 

1. Experiment Scenario 1 

1) The driver drives toward a destination. 
2) While driving, the phone rings while on a sharply curving 

road where the vehicle should turn to the left or make a  
U-turn. Figure 3 shows the actual field test used in the 
experiment. The subjects were instructed to perform a 90-
degree left turn (sharp curve) on the circular road section 
shown in Fig. 3. The subjects turned left based on the 
numbering order (from 1 to 5), as shown in Fig. 3. 
Vehicle with the AMiVIS. When the vehicle should turn to 

the left while driving, the system cuts off the information 
that the phone is ringing for driving safety. When the 
vehicle comes to a straight road and can drive at a regular 
speed, the system lets the driver know that the phone is 
ringing and provides an automatic call service with voice 
guidance.  

Vehicle with a general navigation device (without an 
AMiVIS). This vehicle has no information filtering or 
automatic call service function. It only provides simple 
information about the driving course (the phone 
continues to ring until the driver answers it). 

3) A memory test on words the driver hears while the phone is 
ringing. 

 

Fig. 3. Field test and test vehicle.  
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2. Experiment Scenario 2 

1) The driver drives toward a destination. 
2) While driving, the driver conducts a second task (word recall 

tasks). 
3) While driving, the driver avoids an obstacle. 
Vehicle with the AMiVIS. The system detects an obstacle in 

advance and lets the driver know about it. When the 
system judges that the driver has failed to be aware of the 
warning (when they do not reduce their driving speed or 
turn the steering wheel to avoid the obstacle), the system 
continues to send the obstacle warning. At this time, the 
information is sent with the modality with the minimum 
driving workload. 

Vehicle with a general navigation device (without an 
AMiVIS). The navigation device has no function to detect 
an obstacle and provide a warning. It only offers simple 
information on the driving route. 

Under these scenarios, a vehicle with an AMiVIS mounted 
and a vehicle without an AMiVIS each drove on the experiment 
road where various driving situations that can occur on a real 
road can be reproduced. The results were then compared and 
analyzed. Since the experiment has a within-subject design, the 
order of the experiments was counterbalanced to prevent a 
possible practice effect. A total of 30 subjects (21 men and 9 
women) with an average age of 30.19 years and an average of 
6.37 driving years were used. To prevent the experimental data 
from distortion owing to unfamiliarity of the driving route and 
subject tension, the participants were given plenty of practice in a 
test bed before conducting the real experiments. Each of the 30 
participants drove the test vehicle from the start point to each 
destination for the three scenarios under each type of navigation 
conditions, the order of which was counter balanced. During the 
experiment, the subjects were encouraged to follow certain 
guidelines: observe the sign boards and follow the instructions as 
secondary tasks; maintain a speed limit of 60 to 70 km/h; avoid 
sudden obstacles; and refrain from passing the preceding vehicle. 

IV. Results 

1. Driving Performance 

The results of the experiments for the two scenarios were 
analyzed as follows. 

To determine how safely the subjects turned during scenario 
1, their lateral accelerations (LA), which were analyzed under 
the geometric parameters of the road, are taken into account in 
the road safety criteria [32]–[35]. Here, LA is used as one of the 
risk criteria related to vehicle dynamics, and is usually a 
variable that limits the vehicle speed on curves under good 
friction conditions [32]–[37]. In [36]–[38], the experimental  

Table 2. Effects of lateral acceleration. 

LA (m/s2) Effects 

< 2 Every vehicle and every driver can deal with them. 

2–4 Majority of drivers can deal with them. 

4–6 
Modern vehicles can maintain stability but drivers have 
problems dealing with them. 

6–8 Vehicles and drivers cannot deal with them. 

 

 

 

Fig. 4. Driving stability performance results using LA. 
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results prove that actual driving speeds on curves are lower 
than the theoretical speeds, and that this reduction depends on 
the drivers and their vehicles. Thus, Table 2 [32]–[35] shows 
the criteria used to judge whether the driver made a safe turn 
based on the LA and according to the results of the proposed 
system.  

This paper analyzed the driving stability performances based 
on the criteria in Table 2. Figure 4 shows the results of the 
analysis. As shown in Fig. 4, the average LA when the 
AMiVIS was mounted in the vehicle was 2.67 m/s2, and 
according to the criteria in Table 2, this proves the driving 
stability of the AMiVIS-mounted vehicle. On the contrary, the 
average LA when the AMiVIS was not mounted in the vehicle 
was 3.36 m/s2. However, for seven subjects (23%), the average 
LA when the AMiVIS was not mounted in the vehicle was   
4 m/s2 or more. The experiments for driving stability were 
conducted through a field test, but when conducted under 
actual road conditions, more obstacles will appear, making the 
proposed AMiVIS more effective. The reason for this is that 
the drivers should always observe the driving road situations 
through the side mirror, rear-view mirror, and front windshield 
while driving. Thus, visual and cognitive loads occur while 
driving. To effectively convey this situation, we created an 
experimental environment that was similar to a real road by.  
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Table 3. Analysis results of driving stability. 

 Condition N M (SD) t 

AMiVIS 30 305.88 (156.79)Steering 
angle 

MAX 
Non- 30 310.32 (172.62)

–.61* 

AMiVIS 30 2.05 (1.79) 
Average 

Non- 30 1.12 (0.66) 
2.74**

AMiVIS 30 0.71 (0.61) 

Vehicle 
speed 

(km/h) MIN 
Non- 30 0.05 (0.12) 

5.28**

AMiVIS 30 8.75 (0.15) Pressure 

MAX Non- 30 8.94 (0.40) 
2.66**

AMiVIS 30 0.35 (0.30) 
Brake 

Frequency 
Non- 30 0.09 (0.18) 

3.72**

*p < .05, **p < .01, ***p < .001 

 
applying secondary tasks. Nevertheless, none of the actual road 
situations can be portrayed using only a secondary task 
Because the driver should observe more visual elements such 
as an unexpected operation of another vehicle or a signal, in a 
real driving situation, the AMiVIS is expected to promote a 
larger effect on safe driving on an actual road. 

To analyze how safely the subjects avoided an obstacle for 
scenario 2, the steering angle, vehicle speed, and braking were 
analyzed. Table 3 shows the results. In Table 3, SD, M, N, p, 
and t represent the standard deviation, mean, number of subject, 
values, which are calculated with T-test for continuous 
variables, and T-test score, respectively. 

Comparison results from when the AMiVIS was mounted 
and not mounted in the vehicle show that the vehicle with the 
AMiVIS had a lower average and standard deviation of the 
MAX value of the SAS angle than those of the vehicle without 
the AMiVIS. This shows that when the subjects were warned 
of an oncoming obstacle from the AMiVIS they avoided the 
obstacle with a safer steering wheel angle. In addition, the 
results of analyzing the average vehicle speed show that while 
the vehicle with the AMiVIS maintained the average speed, the 
vehicle without the AMiVIS had a smaller MIN value and 
average speed because many of the drivers failed to avoid the 
obstacle in advance and had to suddenly stop. In the case of the 
braking, the vehicle without the AMiVIS had a high pressure 
value because the drivers hit the brakes strongly to quickly 
avoid a crash with an obstacle. Moreover, for the frequency of 
applying the brake, the vehicle with the AMiVIS had a higher 
frequency and a lower pressure value because the subjects 
engaged the brake several times with proper pressure to slowly 
reduce their speed to avoid an obstacle in advance. These 
results prove that a driver with an AMiVIS can detect an 
obstacle more quickly than a driver without an AMiVIS and 

thus the former driver has a higher possibility to avoid an 
obstacle safely. 

2. Cognitive Performance 

The results of the above two scenario experiments were 
analyzed to prove that the AMiVIS leads drivers to understand 
information more easily through a minimization of driving 
workload and helps them quickly recognize the driving- 
situation through a proper modality. 

For scenario 1, the subjects took a test in which they recalled 
the words that they had heard while talking on the phone after 
arriving at their destination. They heard five words that did not 
have any particular association or connection with each other. 
The results show that, of the 30 subjects who drove the vehicle 
with the AMiVIS, eleven remembered all five words, 17 
remembered three to four words, and two remembered less 
than two words. On the contrary, of the subjects who drove the 
vehicle without the AMiVIS, none remembered all five words, 
eleven remembered three to four words, and 19 remembered 
less than two words. Based on these results, it is thought that it 
is hard for the driver to recognize the information provided 
when they should focus on driving while at the same time 
taking care of their surroundings, such as when making a left 
turn, and that it is dangerous for the driver to react to the 
provided information owing to a large driving workload. It was, 
therefore, proved that under an unstable driving situation, the 
automatic call service promotes driving safety and leads the 
driver to understand the offered information easily; the 
automatic call service delivers the information through a 
speech recognition technology when it is judged that the driver 
is in a situation in which they can receive the information. 

For scenario 2, we set up a sign post consisting of four words 
with different colors along the road, and instructed the driver  
to remember each word. After the experiment, we asked 
questions such as “What was the yellow word?” During the 
experiments, two word sets, A and B, were used randomly, as 
shown in Fig. 5. The selected words have a lower frequency of 
occurrence, as determined in [39]. This is intended to prevent 
incorrect experimental results, according to a knowledge- or 
relevance-estimation-based recall. 

This experiment was conducted to determine the effects of  
 

 

Fig. 5. Real example of word recall tasks in scenario 2.  
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the AMiVIS in detecting an obstacle and providing a service 
concurrently. If an obstacle is placed on the road in advance, 
then the drivers will avoid it regardless of whether a warning is 
given. Therefore, to reflect the intention of the experiment, the 
second task was conducted to prevent the subjects from seeing 
and avoiding the obstacle in advance. The results of the 
experiment show that when the driver is distracted while 
driving, they are less likely to recognize an obstacle in front of 
them, and there is therefore a high possibility to crash into the 
obstacle. 

In such a case, if the auditory modality warns the driver 
about crashing into the front obstacle, then it can lead the driver 
to pay attention to what’s in front of them and prevent them 
from crashing with the obstacle. The proposed AMiVIS adjusts 
the level of the auditory modality using time to collision, which 
is based on the distance and the relative velocity from a front 
obstacle. It then provides the driver with the necessary 
information. This function shows that AMiVIS improves the 
ability of a driver to recognize information. The time that it 
took the subjects to receive a warning and reduce their driving 
speed was on average 1.7 s quicker for the vehicle with the 
AMiVIS mounted than for the vehicle without the AMiVIS. 
Thus, it was judged that the vehicle with the AMiVIS can 
detect the driving situation quickly and speedily cope with the 
given information. 

3. Subjective Performance 

To access the subjects’ levels of satisfaction with AMiVIS 
with the information filtering function and information 
provision function through an optimal modality and level, a 
survey questionnaire was given after the subjects finished both 
scenarios of the experiment. 

Table 4 shows the results of analyzing their satisfaction for 
each function of the AMiVIS. In Table 4, the information 
filtering function of the AMiVIS is called Function 1, and the 
information provision function through the optimal modality 
and level is called Function 2. 

As shown in Table 4, the total satisfaction of the subjects for 
the vehicle with the AMiVIS was 85.00%, which is 35.01% 
higher than that of the subjects for the vehicle without the 
AMiVIS. The main reason why they were unsatisfied with 
Function 1 is because they felt displeasure that the auto 
information filtering function of the AMiVIS blocked an 
incoming call by judging that it was unsafe for the drivers to 
receive it. That is, they were displeased with the fact that they 
were controlled by a machine. They were mainly unsatisfied 
with Function 2 because the sound of the auditory modality 
was not loud enough that they could recognize it. But, the 
experimental result of the cognitive reaction shows that the  

Table 4. Analysis results of usability performance. 

Satisfaction level Condition Function 1 Function 2 

AMiVIS 13.33 6.67 
Very satisfied  

Non- 0.00 3.33 

AMiVIS 50.00 46.67 
Satisfied  

Non- 13.33 23.33 

AMiVIS 13.33 40.00 
Normal 

Non- 33.33 26.67 

AMiVIS 20.00 3.33 
Dissatisfied 

Non- 40.00 43.33 

AMiVIS 3.33 3.33 
Very dissatisfied 

Non- 13.33 3.33 

 

 
subjects reacted quickly based on the sound volume. Thus, it  
was concluded that after the experiments they did not recall the 
sound volume of the auditory modality. 

V. Co nclusion 

This paper proposed an adaptive multimodal in-vehicle 
information system (AMiVIS) that filters the input information 
and selects an adaptive modality and its level. The 
experimental results show the following: 
■ Information filtering based on a discernment of the 

information priority is effective in reducing the cognitive 
workload of the driver caused by indiscretion in the input 
information.  

■ Information filtering based on driving situation awareness 
helps drivers drive safely by delivering only safety-related 
information while omitting other input information. For 
example, when the driver should be paying attention to 
where they are going and maintaining awareness of the 
situation around their vehicle, as when making a left turn, the 
system classifies the information to be delivered and omitted 
through a filtering process. 

■ The provisioning of information through an adaptive 
modality that considers the driver workload improves the 
driver’s understanding of the information provided. 

■ Finally, when it is judged that the driver has failed to 
recognize the safety-related information, it is effective in that 
the information is provided again, the level of modality is 
adjusted, or the information is provided through only a few 
modalities.  
The analysis results of the driving stability performance, in 

which a vehicle mounted with the AMiVIS drove on an 
experiment road modeled after a real road, shows that the 
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information-filtering function of the AMiVIS reduces driver 
distractions and promotes safe driving. In addition, the 
modality selection and adjustment of the modality level 
improve the driver’s understanding of the information and lead 
them to pay attention to the safety information. The analysis 
results of the usability performance show that user satisfaction 
of the AMiVIS is more than 85%. 
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