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To date, many different kinds of logic styles for 
hardware countermeasures have been developed; for 
example, SABL, TDPL, and DyCML. Current mode–
based logic styles are useful as they consume less power 
compared to voltage mode–based logic styles such as 
SABL and TDPL. Although we developed TPDyCML in 
2012 and presented it at the WISA 2012 conference, we 
have further optimized it in this paper using a binary 
decision diagram algorithm and confirmed its properties 
through a practical implementation of the AES S-box. In 
this paper, we will explain the outcome of HSPICE 
simulations, which included correlation power attacks, on 
AES S-boxes configured using a compact NMOS tree 
constructed from either SABL, CMOS, TDPL, DyCML, 
or TPDyCML. In addition, to compare the performance 
of each logic style in greater detail, we will carry out     
a mutual information analysis (MIA). Our results confirm 
that our logic style has good properties as a hardware 
countermeasure and 15% less information leakage than 
those secure logic styles used in our MIA. 
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I. Introduction 

Modern cryptosystems, though mathematically proven to be 
secure, are potentially vulnerable to physical attacks. Physical 
attacks, such as side-channel analysis (SCA), exploit additional 
information via side channels; hence, they are often referred to 
as side-channel attacks (SCAs) — the first of which was 
introduced by P. Kocher and others [1].  

A power analysis attack is an SCA that reveals secret data by 
monitoring the power consumption of a CMOS cryptographic 
device, which is closely related to the internal state of the 
device. Recently developed hardware countermeasures against 
this type of SCA have been designed to eliminate such a 
vulnerability. For a hardware countermeasure to be efficient, it 
should address the transistor level. The most commonly used 
hardware design methods adopt a top-down design flow and 
automatic logic synthesis. As indicated in [2], automatic logic 
synthesis is vulnerable to power analysis due to an unbalanced 
load capacitance. Therefore, it is important to design a logic 
style that is both suitable for combining it with automatic logic 
synthesis and secure against power analysis in this design 
method. Additionally, unexpected side-channel vulnerabilities 
can appear in hardware implementations due to the data-
dependent power consumption of logic gates. For these reasons, 
various countermeasures against SCAs are designed at the 
transistor level. Secure logic styles with data-independent 
power consumption can be classified into the following two 
categories: dual-rail precharge (DRP) logic style and current 
mode logic (CML) style. 

The DRP logic style has a precharge phase and utilizes 
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complementary wires on dual outputs. The most important 
characteristic of this logic style is that the power consumption 
is independent of the processed signal values if all dual outputs 
have the same capacitive load. The representative logics of this 
category include sense amplifier–based logic (SABL) and 
three-phase dual-rail pre-charge logic (TDPL) [2]–[3]. 

CML style operates using a small voltage swing at the 
outputs and produces a constant current at the internal nodes. 
Because of the small swing operation, these logic styles are 
suitable for low power circuit design. The current mode–based 
logic styles consume 50% less power than DRP logic styles [4]. 

MOS CML (MCML) [5] can be used as a secure CML style 
against power analysis. However, high static power 
consumption and difficulty in making the impedance of the 
dual rail balanced are its main drawbacks. For these reasons, 
dynamic CML styles, such as dynamic current mode logic 
(DyCML) [4], [6]–[7], have been proposed as an alternative. 

However, most of the proposed secure logic styles suffer 
from the problem of unbalanced capacitance, which is a direct 
consequence of routing, implementation environment, and 
process condition. The resulting asymmetry is a weak point 
that makes all hardware designs vulnerable to power analysis 
[8]–[9]. For this reason, it is necessary to compensate for 
unbalanced capacitive loads.  

Since its development, SABL has been modified and 
improved to increase its ability to resist SCAs; in particular, it 
has been developed so as to create a more balanced capacitance 
[10]. Although a symmetrical internal rail dividing method 
using back annotation or a fat wire layout [11] has been 
proposed, it doesn’t have a perfectly balanced capacitive load 
due to process variation and coupling capacitance [12]. To 
overcome this problem more efficiently, TDPL based on the 
DRP logic style was introduced. 

In comparison to other DRP logic styles, TDPL utilizes an 
additional third phase; that is, a discharge phase. This discharge 
phase results in constant energy consumption per clock cycle. 
Even though this logic style has high side-channel security, it 
consumes twice as much power as the other DRP logic styles. 
This increased power consumption limits the use of TDPL in 
small cryptographic devices such as RFID tags and smart cards. 

In [13], we presented a novel, secure logic style — three-
phase dynamic current mode logic (TPDyCML) — that makes 
use of a three-phase technique.  

The proposed logic style is based on DyCML, and as a result, 
it produces a low power consumption due to its small voltage 
swing operation. This advantage, which originates from the 
CML logic style, can be combined with the three-phase 
technique for small cryptographic devices against SCA. This 
logic style is robust against an unbalanced load capacitance; 
thus, it can be used in an automated design environment 

without additional routing restrictions. However, even though 
TPDyCML has good normalized energy deviation (NED) and 
normalized standard deviation (NSD), this is not enough     
to confirm that it has good characteristics as a hardware 
countermeasure. The fact that the NED and NSD, which are 
used in [13] as evaluation criteria, only take into account a few 
particular adversaries means that worst-case scenarios are not 
considered; however, these criterion can provide a good 
starting point for those wishing to develop a hardware 
countermeasure against SCAs. An NED represents the amount 
of variation in power consumption per cycle. If the variation is 
small, then an adversary needs more measurements through 
precise measuring devices to exploit any side-channel 
information. Thus, in such a case, an adversary who can 
accurately measure and specifically target dynamic logic can 
predict side-channel information with higher probability. The 
other aforementioned evaluation criterion, the NSD, indicate 
the sum of various independent identical distributions. The 
NSD will be close to that of a normal Gaussian distribution. 
This distribution is confirmed assuming practical noisy 
implementation and a measuring environment that have a 
particular noise level (no noise, a small amount of noise, and so 
on). Especially, NSD only takes into consideration an 
adversary that has knowledge of every environment and the 
fact that the power consumptions of environments are 
distributed normally at the same noise level. Therefore, these 
are only appropriate for this particular type of adversary [4], [8].  

In this paper, we have further optimized our logic style using 
the BDD algorithm [14]. The BDD algorithm is able to make 
our logic style more compact through the use of an NMOS 
logic tree. It improves the performance of our logic style and 
reduces its implementation area. It is also possible to share 
certain components, such as a self-timing buffer, on the same 
logic level. For more practical testing and confirmation of   
the improved security functionality of TPDyCML, we 
simulated the power consumptions of AES S-boxes, which 
were constructed from a compact NMOS tree and optimized 
by a BDD algorithm, with different logic styles, such as SABL, 
TDPL, DyCML, TPDyCML, and CMOS. 

For the method of analysis, we first adopt a correlation 
power attack (CPA) [15] using a Hamming distance model to 
the AES S-box, because such an attack is normally used in 
SCAs. However, as in [4] and [8], it is difficult to compare 
secure logic styles when using Hamming distance and 
Hamming weight models.  

At a simulation using an AES S-box with CMOS logic style, 
we can find the right key at just using 3,500 measurement 
traces. But, using an AES S-box with secure logic styles such 
as SABL, TDPL, DyCML, and TPDyCML, we can’t find the 
right key even if we were to apply 20,000 measurement traces. 
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Therefore, CPAs with a Hamming distance and Hamming 
weight model can’t be applied to a hardware countermeasure 
with a secure logic style, because the implementation further 
increases the nonlinearity between power consumption and 
internal state due to the dual-rail configuration [8]. 

To solve this issue, a unified framework, which is normally 
used to compare secure logics, was introduced in [16]. A 
mutual information analysis (MIA) that uses an information-
theoretic analysis [17] is a more efficient method of comparing 
secure logics with a dual-rail configuration. This method 
exploits information leakages from implementations of each 
secure logic style and quantifies the information. So, it is 
possible to compare the performance quality of hardware 
countermeasure logic styles independent of whether an 
adversary has knowledge of the attack model and of what the 
implemented configuration is (for example, CMOS, secure 
logics, and so on). This is because an MIA only considers an 
information leakage to be from an implementation, regardless 
of how to configure it. 

To be specific, the power consumption of CMOS logic is 
dynamic and only depends on the probability of output 
transitions of a transistor (intermediate value). Thus, 
adversaries have to consider output capacitance loads without 
being aware of the design. As such, it is possible to precisely 
evaluate side-channel information just by predicting 
intermediate value. In this case, an adversary knows that the 
attack model is Hamming distance, the implementation 
consists of CMOS logic, and that they are to assume that the 
environment has the same noise level. We call such an 
adversary a strong adversary, because the correlation between 
power consumption and intermediate value can be increased 
according to the accuracy of the power consumption model 
used for the prediction of security information. 

In contrast with CMOS logic, in the case of a dual-rail logic 
style, such as secure logic with dynamic and differential 
configurations, output capacitance is independently loaded with 
input transitions and intermediate values. The differences that 
occur in the power consumptions of such logic styles are closely 
related to the parasitic capacitances of the corresponding 
hardware designs. Thus, if we apply the previous analysis 
method to these secure logics, then accurate prediction of secure 
information is very hard without specific transistor-level 
knowledge. The previous analysis method is only useful in the 
best-case scenario; that is, where the adversary has specific and 
deep knowledge about transistor-level operation and knows the 
power consumption precisely (that is, a strong adversary).  

In contrast, an MIA is considered a worst-case scenario, in 
which adversaries don’t know the particular implementation 
and measurement setting, as various noise levels compare with 
what NED and NSD consider to be a particular adversary who 

knows the implementation of the target and measurement 
environments. Such an adversary also doesn’t have a deep 
knowledge of transistor-level operation, because the analysis 
just uses leaked information from the implementation. 
Therefore, an MIA is very useful for comparing security 
characteristics with secure logics because an MIA considers the 
various environments and measurement environments and 
does not target specific implementations such as CMOS [8].  

As a result of our own MIA, we confirm that our TPDyCML 
reduces information leakage by 15% compared to other secure 
logic styles. To improve even further, we can apply several 
techniques to BDD optimization. In [9], they recommend 
balancing methods to improve the resistance characteristics of 
the implementation with secure logic against SCAs. First, the 
same load has to be configured in each of the output nodes of 
the NMOS tree. Second, the independent numbers of series 
transistors with input transition should be connected to each of 
the output nodes. Third, the symmetry layout of the NMOS 
tree and balanced routing guarantees a balanced interconnected 
capacitance. Therefore, those methods provide a more greatly 
improved resistance to side-channel analysis. Based on 
evaluation through MIA, TPDyCML has a security advantage 
as a hardware countermeasure against SCAs. 

The remainder of this paper is as follows: Section II reviews 
our proposed TPDyCML. Section III describes the method we 
use to optimize the AES S-box using the BDD algorithm. In 
addition, the CPA simulation results between CMOS and 
TPDyCML are provided in Section IV. In Section V, an MIA is 
conducted on an AES S-box implementation with secure logics 
and CMOS to compare the performance as a hardware 
countermeasure against SCAs. Finally, Section VI concludes 
the paper and highlights its contribution. Also, we suggest 
further work that needs to be done in the conclusion section. 

II. TPDyCML 

In [13], we developed TPDyCML. This logic style has an 
improved security functionality compared with other secure 
logic styles. In the previous paper regarding TPDyCML, we 
confirmed the characteristics in an unbalanced capacitance 
from an unexpected environment. In this section, we simply 
review TPDyCML. 

1. Structure of TPDyCML 

Figure 1 shows the basic architecture of TPDyCML. The 
TPDyCML gate consists of the following: a differential logic 
tree, precharge circuits (P1, P4), virtual ground circuits (C1– 
C2), a p-type latch to preserve a logic value after evaluation (P2, 
P3), the dynamic operation part of TPDyCML (Q1, Q2), 
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Fig. 1. Structure of TPDyCML. 

Charge Charge 

A 

B 
A 
B 

VDD 

Out Out 

Eval 

Discharge 

Differential  
logic tree 

3 phase 

Self- 
timing 

buffer 1 
Eval 1 EOE 1

Self-
timing 

buffer 2 
Discharge 1EOE 2 

P1 P2 P3 P4 

C2 

Q1 

Q2 C1

 
the three-phase part (additional discharge), and one additional 
self-timing buffer that is used to enable another clk (that is, 
discharge 1 and discharge 2, and so on) delay making 
TPDyCML operation more robust. 

Discharge phase control transistors are added to enable 
TPDyCML to operate in a three-phase mode, just as in TDPL. 
The additional discharge phase makes the consumption of 
energy balanced. Thus, the following operation occurs: first, 
during the evaluation phase, the appropriate line is discharged 
to the GND in accordance with processed data. Second, the 
discharge control transistors are switched on just before the end 
of the clock cycle. Finally, the unbalanced charge at the output 
nodes discharges simultaneously. Thus, the amount of energy 
consumed over one clock cycle becomes constant. 

2. Operation of TPDyCML 

A. Precharge Phase 

At the beginning of every clock cycle, output node 
capacitances are charged to a high logic value. The upper 
PMOS transistors (P1, P4) of the circuit switch on when the 
charge signal is at high level and the power source charges 
output node capacitances. In addition, transistor Q2 switches 
on and the charge stored in the virtual ground flows to the 
GND because the Eval signal is also set to a low level. 

B. Evaluation Phase 

In this phase, the PMOS transistor (P1, P4) switch is set to 
“OFF.” The charge stored in the output node flows in the 
source of transistor Q1 through a path in the logic block that 
corresponds to input values. Since the Eval signal is high, 

 

Fig. 2. Cascaded mechanism of TPDyCML. 
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Fig. 3. Timing diagram of TPDyCML. 
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transistor Q1 switches on, and a discharge current then flows to 
the virtual ground. 

C. Discharge Phase 

In this phase, the residual charge stored in the output node is 
removed through transistors Q3 and Q4 in the three-phase 
block. Even if TPDyCML-style gates have an unbalanced load 
capacitance, this operation balances power consumption. 
Figures 2 and 3 show the cascaded mechanism of TPDyCML 
and a timing diagram, respectively. 

III. AES S-Box Implementation 

We optimize the AES composite field, and basic Boolean 
arithmetic units are configured to compact the NMOS tree. It is 
compacted using a binary decision diagram (BDD). We 
referred to [18]–[19] to make the optimized AES composite 
field (see Fig. 4). The AES composite field with BDD 
optimization increases the operating speed and reduces the 
power consumption of the AES compared to other AES 
implementations that are done without BDD optimization. 

1. BDD 

A Boolean function is a function that is related to only 
Boolean values. In the context of this paper, a Boolean value is 
dependent upon which input assignment is inserted into it. 
Boolean functions are described using a truth table and a 
Boolean expression, which are formulae of a basic Boolean 
operation. Furthermore, in a graph, a Boolean function is 
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Fig. 4. AES S-box. 

X 

8 

8 

4 

4 4 

4 

4 

Multiplicative inversion 

x2 

X 

x–1 

X 

X 

GF(28)  
to  

GF((((2)2)2)2) 

GF((((2)2)2)2)
to  

GF(28) 
& 

affine 
transformation

 
 
assigned to each path that represents one assignment of input 
variables, such as in a binary decision tree. 

To further optimize the Boolean function, it is important to 
not to raise the number of inputs too quickly and to make it 
compact using a compact NMOS tree at logic implementation. 
Additionally, knowing how to find the appropriate assignment 
of the input variable through evaluating the Boolean function 
correctly is important to efficiently manipulating logic [14].  

Since S.B. Akers, in [14], first introduced BDD using a 
binary decision tree, BDD has been used in lots of research 
fields, including cryptographic hardware for logic optimization. 
BDD is based on a recursive manipulation, such as that of 
recursively dividing into function F point to function F(X=0) 
and F(X=1), in accordance with Shannon’s expansion theorem. 
Also, BDD is often used to optimize and minimize the 
Boolean representation fast and efficiently. 

The most important characteristics of BDD are as follows. In 
the same function, the edge of BDD can be shared, and on each 
path in the diagram, it can easily order the variables, especially 
input variables (for example, fix the order of input variables). 
BDD uses the If-Then-Else algorithm to optimize and unite 
different Boolean functions so that it can convert very large 
circuits into more compact ones with improved performance in 
terms of speed and area. Excluding the above-mentioned,  
there are also additional advantages to designing hardware 
countermeasures against SCAs through making an NMOS tree 
balanced using BDD. 

2. AES Composite Field Optimization Using BDD 

Our design doesn’t count the number of normalized 
capacitances of each input sequence using BDD as mentioned 
in [20]. However, we can obtain a BDD using the four steps 
explained in the subsections below. Now, we explain in a step-
by-step manner how to use BDD to implement inversion 
functions of the AES composite field.  

A. Identification 

First of all, the complex function has to be identified. For 
example, an inversion block, GF(2)4, of the AES S-box is 
constructed from the following four inversion functions, 

explained in [19]: 
■ q0

–1 = q3q2q1 	q3q2q0 	q3q1 	q3q1q0 	q3q0 	q2   
q2q1 	q2q1q0 	q1 	q0 

■ q1
–1 = q3 	q3q2q1 	q3q1q0 	q2 	q2q0 	q1 

■ q2
–1 = q3q2q1 	q3q2q0 	q3q0 	q2 	q2q1 

■ q3
–1 = q3 q3q2q1 q3q0 q2 

B. Finding Optimal Logic Depth 

Second, record the truth table of that function (the inversion 
functions here) using the Karnough Map and use it to find the 
optimal logic depth. As per our design, the maximum logic 
depth is 20. It can be operated at 1 MHz or 100 kHz for smart 
cards and RFIDs. 

C. Describe BDD Diagram 

Third, make a BDD diagram as explained in [20]. When the 
two child vertices of a vertex v have the same value, the child 
of v is replaced by the mother vertex v. In other words, the 
BDD represents only the essential variables. The reduced 
vertex has the same function as the vertex before the 
modification. If all of the replaced vertices and their children 
have the same function, then they will have to remove and 
substitute a particular vertex. 

D. Mapping 

Fourth, map the BDD to a DPDN network as explained in 
[21]. In this step, the isomorphism between BDD and DPDN is 
extracted and implemented to a compact DPDN network. This 
characteristic makes optimization using BDD easy and 
efficient. Figure 5 shows this final compact NMOS network 
for all four inversion functions. 

IV. CPA 

1. Simulation Attack Using CPA 

The CPA is a standard method for evaluating the robustness 
of a cryptographic device against a side-channel attack. It uses 
a Hamming weight model or a Hamming distance model to 
make an estimation of a right key of a cryptographic device. 
Particularly in the case of transistor level analysis, as in our 
simulation, the Hamming distance model is more frequently 
used. The reason for this is because transistor switching 
behavior is influenced by input transitions according to 
transistor type (NMOS or PMOS). The model Hi, R = H(Mi 	
R) used to estimate the right correlation factor ρwH of the 
estimation formula is described in detail in [15]. Equation (1)  
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below is the estimation formula for CPA. 

, ,

2 2 2 2
, ,

ˆ ( ) .
( ) ( )

i i R i i R
wH

i i i R i R

N W H W H
R

N W W N H H


  


     
  (1) 

In (1), there is a set of N power curves; Wi and N are 
associated with random data words Mi. In addition, in (1), we 
have a reference state R of known data words that produce a set 
of N predicted Hamming distances Hi,R. When the estimation 
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factor ρwH is at its highest peak, the estimation is closed to  
prediction. 

2. CMOS versus TPDyCML 

We target this reference state to 8-bit AES S-box output bits 
for every 256 input transitions after the logical summation of 
an input value and a certain secret key value. The AES S-box 
for DUT mentioned in the previous section is implemented by 
UMC 0.13µm technology. Figure 6 describes a DUT circuit for 
CPA. 

Before confirming TPDyCML’s improved performance as a 
hardware countermeasure, we have to first compare it with 
previous secure logic styles and CMOS logic; hence, we 
conduct a CPA simulation attack on the AES S-box with 
CMOS and four secure logics that have already been 
developed; namely, SABL, TDPL, DyCML, and TPDyCML. 
Through these simulations, we want to confirm that CPA is not 
appropriate for comparing secure logic styles, as mentioned in 
[8], [17]. 

In this simulation, we fix the right key to a value of 36 as a 
decimal so that we can check the simulation results easily. The 
estimation value approaches the highest peak when it has a  

 

 

Fig. 6. DUT circuit for CPA. 
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Fig. 7. CPA results of CMOS and TPDyCML in 256 input transitions.
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right key value of 36. Figure 7 shows the graphs of CPA results 
for CMOS and TPDyCML in 256 input transitions. In this case, 
we can find the right key, 36, at just using 3,500 measurement 
traces. But, in the case of TPDyCML, we can’t get the highest 
peak even if we applied 20,000 measurements to the AES S-
box. The other secure logic styles have similar results with 
TPDyCML. In other words, it is difficult to find a right key at 
the DUT circuit of the AES S-box with secure logic styles. 
However, as far as we can tell, the right peak can be seen in 
CMOS logic using only a small number of traces. 

This phenomenon has already been mentioned in [8]. The 
dual-rail logic style increases nonlinearity more than CMOS 
logic. It is because dual-rail logic style operates in a way that is 
both dynamic and differential, and it doesn’t just depend on the 
input transitions of the transistor. Therefore, a CPA method that 
uses a summation of the Hamming distance value is more 
useful in analyzing those CMOS logics that have a single-rail 
configuration and a dynamic logic operation. From this CPA 
simulation, we can confirm that the security evaluation of 
secure logic styles with dual-rail logic must be done using a 
different method, since the dual-rail logic has dynamic and 
differential logic operations and high nonlinearity. 

In the next section, we use an information theoretical metric 
for obtaining leaked information from secure logics and 
evaluate our logic style, TPDyCML, according to whether it 
has reduced leakage information compared with other secure 
logic styles. 

V. MIA 

In this section, we first exploit leaked information from the 
AES S-box with CMOS and secure logics using information 
theoretic analysis, and then we compare the performance of the 
secure logics. When we introduced our logic style, TPDyCML, 
at the WISA 2012 conference, we used the characteristics NED 
and NSD to confirm our logic style as being one that is secure. 
However, as already stated in the introduction of this paper and 
[4], [8], and [17], these characteristics are not enough to 
guarantee that it can be used in hardware countermeasures and 
be resistant to side-channel attacks, though it does provide a 
good starting point. A more exact method for verifying whether 
a logic style is secure is to use an information theory and 
entropy analysis for secure dual-rail configuration. 

The correct method for comparing the characteristics of a 
hardware countermeasure implementation is to use an 
information theoretic analysis of the leaked information from 
the implementation. The leaked information is used when 
comparing an implementation with other logic styles. Of 
course, to perform a more exact security evaluation, the 
security analysis has to be achieved by comparing the success 
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rate of the template attack (mentioned in [16]) on the 
information theoretic analysis. Therefore, we need to keep the 
security analysis for future work after making the ASIC chip, 
because we will try to provide a security analysis for a real 
measured power trace and carry out a real attack. Even if our 
results about this information theoretic analysis is based on a 
simulation, it is meaningful to an extent for comparing our 
TPDyCML with other logic styles.  

In this paper, we don’t use the entropy from basic gates, as 
was done in [17], but instead implement a real cryptographic 
module that has strong nonlinear AES S-boxes with either 
secure logics and CMOS. Thus, we obtain leaked information 
to quantify the information leakage of every logic styles and 
compare the amounts of information leakages. 

1. Information Theoretic Analysis 

F.-X. Standaert and others [22] proposed an information 
theoretic metric for exploiting information leakage that was 
independent of the ability of an adversary. After the proposition, 
a lot of research papers were published, and it was confirmed 
to be a good tool for comparing implementations. In [16], an 
adaptation for securing logic gates was introduced, and the 
authors accurately described how to use information theoretic 
analysis for secure logics that have a dual-rail configuration. 

At first, NED and NSD were normally used to evaluate the 
performance of secure logics and compare fluctuations in 
power consumption. However, in this case, the evaluation 
method was only adapted to one particular adversary, as 
mentioned previously (see Section IV). In short, in contrast 
with the information theoretic analysis, NED and NSD cannot 
be applied to all implementations independent of whether an 
adversary has knowledge of the configuration of the target, 
such as whether the implementation consists of CMOS logic, 
or whether the particular attack only considers Hamming 
distance and Hamming weight models.  

For a unified method, we use an information theoretic metric 
of leaked information that is to be quantified for MIA. 
Therefore, in this paper, we adeptly compare the performance 
of the AES S-box with other secure logics that have robustness 
against SCAs through MIA by using information leakage. 

Equation (2) below shows the conditional entropy for 
quantifying information leakage in a side-channel analysis. 

2[ | ] log Pr[ | ].q
g g g gsg

q q q
g s s g s sl

H S L E E S s L l       (2) 

In (2), we calculate information quantified from a side-channel 

leakage using conditional entropy. The given entropy of a side-

channel leakage is [ | ],
g

q
g sH S L  and this leakage information 

can be used to compare the amount of information for MIA. 

Table 1 illustrates slightly altered forms of (2) for different logic 

Table 1. Conditional entropy equations by logic style. 

 Conditional entropy 
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Secure logics
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g
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q
g s

q q
g g g
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

   
 

 

styles.  
In applying an MIA, we assume that a power trace has a 

Gaussian noise distribution; thus, in the leakage model, we 
may consider the variance of the noise to be a Gaussian 
distribution. In Table 1, 

g

q
sL  is leaked information, which is a 

random vector that contains a correct key class, sg. 
To apply (2) to the MIA, we use (3), which indicates 

information entropy without knowing the leakage model, and 
(4), which follows a Gaussian distribution. 

2[ ] log Pr[ ],
gg s g gH S E S s             (3) 

.
g g

q q q
s sl d n                       (4) 

According to this information theoretic method, we can 
compare the amount of information leakages between several 
logic styles that have a Gaussian leakage model. 

In (3) and (4), the following notation is used: 
■ [ ]gH S  is the entropy of key class Sg before activating SCA. 

■ Sg and sg are the correct target signals of the key value and 
particular key candidates, respectively. 

■
g

q
sl  is information leakage. 

■
g

q
sd  is the deterministic value of intermediate leakage. 

■ nq is noise variance, which has a Gaussian distribution. 

2. MIA Results for Secure Logics  

From the information leakages, which are configured from 
conditional entropy ((2), (3), and (4)), we derive mutual 
information, as in the case of (5) below. 

( ; ) [ ] [ | ].
g g

q q
g s g g sI S L H S H S L            (5) 

We plan to analyze a compact AES S-box with secure logic 
by using an information theoretic method. An MIA will 
describe quantified information leakages of an AES S-box 
having a secure logic at a variable noise level. It will show the 
hardware countermeasure characteristics, independent of 
whether the ability of the adversary is strong, by an information 
theoretic metric with a conditional entropy; an information 
theoretic metric is uncorrelated with a particular implementation 



592   Hyunmin Kim et al. ETRI Journal, Volume 37, Number 3, June 2015 
http://dx.doi.org/10.4218/etrij.15.0114.0297 

     

Fig. 8. Maximum likelihood graph of secure logics. 
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[16]. For example, this particular implementation means a 
masked countermeasure inserted in the target or a random 
clock added in it. Also, the measuring environment can be 
altered so as to contain no noise or a small amount of noise. In 
other words, generally, lots of analysis methods except a 
method using information theoretic metric assume that the 
measuring environment is noise-free or has only a small 
amount of noise. 

*

*
model

ˆarg maxPr [ | ]
x

x x l% .            (6) 

MIA uses the maximum likelihood function described by 
(6). It chooses a time sample that maximizes the perceived 
amount of information. After this, the analysis evaluates and 
exploits the information leakage using an information 
theoretic metric at a different noise level. Figure 8 shows a 
maximum likelihood graph of the secure logics used in this 

 

Fig. 9. MIA for AES S-box with CMOS and secure logics. 
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simulation. 

Practically, the MIA proceeds in two steps as a side-channel 
analysis. The first phase is the preparation phase. In this step, we 
profile the leaked information and characterize the adversaries 
who know the noise level (measuring environment) of the target. 
For instance, we average the intermediate power trace and 
calculate the variance of the data. If we use simulation data, then 
we can skip this phase, because the intermediate value already 
has a deterministic value and we can assume that the noise 
variance is a normal Gaussian distribution. The second phase is 
the exploitation phase or the classification phase. In this phase, 
we actually recover the right key value from an estimation of the 
intermediate value. We apply a maximum likelihood of each 
secure logic to a key candidate and calculate the information 
leakage. Finally, we use (5) for an MIA and evaluate 
comparisons with each of the logic styles.  

From this analysis, we can confirm that our logic style, 
TPDyCML, has 15% less leaked information than other secure 
logic styles. Figure 9 compares the mutual information of each 
of the secure logic styles, including CMOS, SABL, TDPL, 
DyCML, and TPDyCML, according to several noise levels. 

We have confirmed a HSPICE simulation result in this paper. 
As mentioned in [17], the evaluation method with MIA is a 
good analyze method at which to judge whether TPDyCML is 
a good hardware countermeasure and whether it has good 
security characteristics before undertaking a real attack for 
security analysis.  

It is because the previous results, [4], [8]–[9], and [17], prove 
the simulation results that the results have demonstrated a 
similar tendency as the real security analysis through a 
template attack.  

Therefore, an MIA is a useful procedure for evaluating 
TPDyCML, which is very robust as a hardware 
countermeasure compared with previous secure logic styles 
that worked against SCAs. 

VI. Conclusion and Further work 

At WISA 2012, we first introduced TPDyCML. In this paper, 
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we have optimized our secure logic style using the BDD 
algorithm and evaluated TPDyCML more practically than in 
[13]. We have conducted a CPA and an MIA. The former is 
usually used to attack a Hamming-weight-model device and a 
Hamming-distance-model device. In addition, from the latter, 
we can exploit the leakage information of implementations 
with secure logic, which are independent of adversaries.  

From the results, we can confirm that TPDyCML is 
appropriate as a hardware countermeasure against SCAs. Even 
though it has some disadvantages, the area of the TPDyCML is 
1.5 times bigger and consumes more power than DyCML as 
per our design, it still reduces power consumption compared 
with DRP logic styles such as SABL and TDPL. Moreover, it 
can be improved further with respect to the design of an 
implementation with a compact NMOS tree, because part of 
the current source can be shared with other circuits and it is 
possible to make the AES S-box functions more compact. 

In spite of the few aforementioned weaknesses, TPDyCML 
demonstrated that it reduces information leakage by 15% in 
comparison with other logic styles, even DyCML, against 
SCAs. 

In later works, we will try to do security analyses using a 
template attack with a success rate. Also, we will try to perform 
one that evaluates the real measuring of a power trace. In this 
security analysis, we will find certain points; for example, the 
most important interesting point in time period. We will also 
acquire the success rate of the template attack on the basis of 
several messages. 

In addition, in accordance with on-the-fly stochastic attacks 
and template attacks [8], we will be improving the evaluation 
performance, because a stochastic analysis (non-profiled 
attack) can be applied to the most linear part at small noise 
levels and a template attack (profiled attack) can be applied to 
the part that is nonlinearity dominated. From this practical 
security analysis, we can definitely confirm the performance of 
secure logic styles as a hardware countermeasure against SCAs 
in a more practical manner. 
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