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In wireless localization, several linear closed-form 
solution (LCS) methods have been investigated as a direct 
result of the drawbacks that plague the existing iterative 
methods, such as the local minimum problem and heavy 
computational burden. Among the known LCS methods, 
both the direct solution method and the difference of 
squared range measurements method are considered in 
this paper. These LCS methods do not have any of the 
aforementioned problems that occur in the existing 
iterative methods. However, each LCS method does have 
its own individual error property. In this paper, a hybrid 
LCS method is presented to reduce these errors. The 
hybrid LCS method integrates the two aforementioned 
LCS methods by using two check points that give 
important information on the probability of occurrence of 
each LCS’s individual error. The results of several Monte 
Carlo simulations show that the proposed method has a 
good performance. The solutions provided by the 
proposed method are accurate and reliable. The solutions 
do not have serious errors such as those that occur in the 
conventional standalone LCS and iterative methods. 
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I. Introduction 

Ranging measurements–based localization methods have 
been widely used for global positioning systems/global 
navigation satellite systems and wireless localization systems 
[1]–[4]. In general, model-free localization algorithms can be 
divided into the following two categories: iterative methods 
and linear closed-form solution (LCS) methods [4]–[16].  

Iterative methods yield an approximated solution using a 
linearized range error equation obtained by a first-order Taylor 
series–based linearization of a nonlinear range equation. In 
such methods, a local minimum problem may occur due to the 
large error of the first nominal point for linearizing a nonlinear 
range equation [4], [15]. To overcome the local minimum 
problem, a proper additional algorithm has to be used in 
conjunction with an iterative method [4]. However, such an 
iterative method will then have a large computational burden 
due to both the iterative process and the aforementioned 
required proper additional algorithm [15].  

LCS methods are free from the problems that occur in the 
iterative methods. This is why it is preferable to use an LCS 
method as opposed to an iterative method even though the 
iterative method can provide a more accurate solution in 
general. Several LCS methods have been investigated. The 
three most representative examples of these are the direct 
solution (DS) method [8]–[9], the range-difference method 
[10]–[14], and the difference of squared range measurements 
(DSRM) method [15].  

In [15], it was shown that the DSRM method is equivalent to 
the range-difference method. Therefore, the DS and DSRM 
methods are considered in this paper. The two methods use 
squared range measurements to remove a square root from   
a range equation. In this process, the DS method neglects 
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measurement noise [9], whereas the DSRM method does not 
[15].  

The DS method calculates two candidate solutions and 
selects the better one based on the measurement residual 
comparison [9]. If the number of reference nodes whose 
locations are known is larger than or equal to three, then a 
candidate selection is reasonable. However, the DS method has 
an ill-conditioning problem; namely, the red sea zone problem 
[15]. The problem occurs in a special zone where the result of 
taking a square root in a quadratic formula is a value near zero 
or a complex number. In this zone, both candidate solutions 
spread out on both sides of a true solution. That is, the solutions 
of the DS method have comparatively large errors. The DSRM 
method uses difference values of squared range measurements 
to remove quadratic terms from the squared range 
measurement equation. If the reference nodes are located well 
around the mobile node to be localized, then the estimated 
solution may be accurate. If the mobile node is far from a 
cluster of reference nodes, however, then the localization 
error may be large. Taken together, each LCS method has an 
individual problem and each problem has its own unique 
error property. To avoid the problems of the two LCS 
methods considered in this paper and to provide 
accurate/reliable solutions, a hybrid LCS method is presented. 
In this method, two check points predicting the problem 
occurrence are analyzed first. Then, the solutions of the two 
standalone LCS methods are integrated based on the check 
points. To evaluate the performance of the presented method, 
several Monte Carlo simulations are carried out. The 
simulation results show that the hybrid solution method has 
better performance than the conventional standalone methods 
irrespective of the relative locations of the mobile node and 
reference nodes. 

This paper is structured as follows. In Section II, two 
conventional LCS methods and problems are described. In 
Section III, a hybrid LCS solution method is presented, and 
simulation results are analyzed to validate the performance of 
the proposed method in Section IV. Conclusions will be given 
in the last section. 

II. Two Conventional LCS Methods and Problem 
Description 

Using the Euclidean distance measurement, the following 
basic 2D range equation is formulated: 
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where di, m is the true range between reference node i and 

mobile node m, ( )%  is the measurement of (), ( , )i ix y  and  
( , )m mx y  are location data of the reference node i and mobile 
node m, respectively, and wi, m is the measurement noise, which 
is assumed as a zero-mean stationary Gaussian random  
process. 

Actually, the measured range data contains non-Gaussian 
errors caused by multipath and non-line-of-sight signals. 
However, such errors are ignored in this paper, because it is 
assumed that they are compensated for in the signal processing 
step. If the range is measured using the IEEE 802.15.4a 
standard–based impulse radio ultra-wideband (IR-UWB), then 
the multipath and non-line-of-sight errors can be eliminated 
[17]–[18]. To estimate the location of the mobile node in this 
equation, two conventional LCS methods are described and 
problems of the solutions are defined. 

1. DS Method 

The DS method is one of many widely used LCS methods 
[7]–[8]. The DS method can be summarized as follows [15]: 
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In the above equations, n is the number of reference nodes that 
are connected to the mobile node; n > 3. 

One of two candidate solutions in (2) is the exact solution, 
whose residual will be smaller than that of the other candidate 
solution. The residuals are calculated, using the candidate 
solutions, as follows: 
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However, there may be an abnormal case; for example, 
where two candidate solutions exist on both sides of the true 
location. In this case, both candidate solutions have relatively 
large errors. The abnormal case occurs in a special zone; 
namely, the red sea zone, in the application area [15]. In the 
special zone, a square root in the quadratic formula is near zero 
or a complex number. 

2. DSRM Method 

The solution of the DSRM method can be summarized as 
follows [15]: 
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In the equations above, (xc, yc) is the location of the common 

reference node (selected from reference nodes) and 
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where σw is the standard deviation of the range measurement 

errors and d%  is used instead of d. 

In the DSRM method, the red sea zone does not exist. 

However, if the mobile node is far from a cluster of reference 

nodes, then the localization error may increase because the 

measurement noise is multiplied by the distance between the 

reference node and mobile node, as shown in (16). 

III. Hybrid LCS 

Each of the two standalone LCS methods has its own 
individual problem, as mentioned above. In this work, a hybrid 
LCS method is presented to avoid these problems. To design 
the hybrid LCS method, the conditions causing the problems 
are analyzed first. 

In the DS method, the calculation of the square root in (2) 
may cause the red sea zone problem. Let’s consider Fig. 1. First, 
it is assumed that there are only two reference nodes, node 1 
and node 2. In this case, the following phenomenon occurs in 
(2): 
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The first condition can provide an exact solution. However, 
this condition may not occur in real environments. The second 
condition causes two imaginary candidate solutions, because 
the two circles do not meet. That is, the red sea zone problem 
occurs. 

Second, it is assumed that there are four reference nodes. In 
this case, if  ≤ 0, then the red sea zone problem occurs. 
Moreover, the red sea zone problem may occur in the case of 

0.   In the case of Fig. 1,  = 0.20873, and the value of   
b2 – 4ac becomes 4.04710E-4. When the mobile node is at this 
location, the DS method cannot provide an exact solution. 
Consequently, we can judge whether the red sea zone problem 
occurs based on the value of b2 – 4ac. 

Remark 1. The smaller the value of (b2 – 4ac)DS is, the more 
likely the red sea zone problem is to occur. 

In the DSRM method, there is an index for analyzing the 
 

 

Fig. 1. Two examples of localization with DS method. 
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location error. That is, a dilution of precision (DOP) value. 
DOP is calculated as follows: 

    1 1
DSRMDOP trace ( ) .TG Q G           (19) 

Remark 2. The larger the DOP value is, the larger the 
location error is. 

From these remarks, it is possible to predict the possibility of 
the occurrence of the red sea zone problem in the DS method 
and the location error caused in the DSRM method. Based on 
this information, the following hybrid method can be designed: 
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where w1 and w2 are scaling parameters. 
The scaling parameters are related to the shape of the red sea 

zone and the distribution of DOP. So, the scaling parameters 
are decided in consideration of these facts and the geometric 
distribution of the reference nodes. The scaling parameters are 
adjusted in such a way as to ensure that a complementary 
relation between wDS and wDSRM exists. That is, the red sea zone 
in the DS method must be covered with a zone where the DOP 
values in the DSRM method are good for accurate localization. 
To achieve this, two check points, (b2 – 4ac)DS and 1/DOPDSRM, 
are analyzed in the application area. Then, the scaling 
parameters are decided using a trial-and-error method. 

IV. Simulation Results and Analysis 

This section presents several Monte Carlo simulation results 
comparing the statistical performance of the proposed hybrid 
solution with those of the two conventional standalone 
solutions in the presence of noise. The measurement noise is 
set as white Gaussian noise because it is assumed that      
IR-UWB is used for measuring the ranges. Simulation is 
performed in Matlab. For a quantitative analysis, three 
scenarios that have different geometry distributions of 
reference nodes are used. The different geometry distributions 
of reference nodes change the red sea zone in the DS method 
and DOP in the DSRM method. In these scenarios, the same 
application area is set as (0.0 m, 0.0 m, 100.0 m, 100.0 m); it is 
assumed that a mobile node is located in this area. The standard 

 

Fig. 2. Localization results of scenario 1. 

100

50

0
0 50 100

x (m) 

y 
(m

) 

DS method 

100

50

0
0 50 100

x (m) 

y 
(m

) 

Hybrid method 

100

50

0
0 50 100

x (m) 

y 
(m

) 

DSRM method 
100

50

0

E
rr

or
 p

ro
ba

bi
li

ty
 (

%
) 

Location error (m) 

0 1 2 3

DS
DSRM
Hybrid

 

 

standard  

Fig. 3. Location error and check points of scenario 1. 
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deviation of the range measurement noise is set equal to 0.33 m 
in response to the specification of the IR-UWB signal. For the 
Monte Carlo simulations, 44,100 (441 points × 100 times) 
ensembles of localization solutions are generated. The 
following remarks are presented to address analytic views from 
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the simulation results. 
Remark for scenario 1. In this scenario, it is assumed that 

three reference nodes are located at (1.0 m, 1.0 m), (1.0 m,  
70.0 m), and (100.0 m, 100.0 m), respectively. Figures 2 and 3 
show the localization results for scenario 1. In Fig. 2, upper-left, 
lower-left, and upper-right plots denote locations estimated  
by the DS method, DSRM method, and hybrid method, 
respectively. In Fig. 3, the left three plots denote location errors 
of the three localization methods, and the right three plots 
denote check point 1, check point 2, and weighting, 
respectively. As shown in Figs. 2 and 3, the DS method has a 
red sea zone on the diagonal area connecting reference node 2 
and reference node 3. In this zone, two candidate solutions are 
located on both sides of a true location [15]. Therefore, 
accurate solutions cannot be estimated in this zone using the 
DS method. In the results of the DSRM method, it can be seen 
that there is no critical area causing large estimation errors, 
such as the red sea zone in the DS method. On the right side of 
the application area, however, the estimation errors increase 
from the left side because the mobile node is far from a cluster 
of reference nodes. 

To fuse the results of the DS and DSRM methods, two 
scaling parameters are set through simulations first. In Fig. 3, it 
can be understood that the smaller a check point is, the larger 
the estimation error is. Based on the two aforementioned check 
points, the scaling parameters, w1 and w2, are set equal to 10.0 
and 1.0, respectively. Then, it can be confirmed by the 
weighting figure that the good area of the DSRM method can 
cover the bad area of the DS method. Based on the weighting 
from (20)–(22), the hybrid method is processed. It can be seen 
from the results in Fig. 2 that the location errors caused in the 
DSRM method in the lower-right area are compensated. 
However, it can be seen that the location errors in the upper-
right area are similar to the DSRM method. The reason is that 
both standalone methods each yield large location errors. The 
lower-right plot in Fig. 2 denotes the error probabilities of the 
three methods, and Table 1 denotes the localization errors. 
Consequently, it can be stated that the proposed hybrid method 
has a good performance, which is a result of combining the 
advantages of the two standalone methods it employs. 

Remark for scenario 2. In this scenario, it is assumed that 
four reference nodes are located at (1.0 m, 1.0 m), (1.0 m, 
100.0 m), (70.0 m, 1.0 m), and (30.0 m, 100.0 m), respectively. 
Figures 4 and 5 show the localization results of scenario 2. As 
shown in the results of the DS method, a red sea zone exists on 
a straight line and its environs. This causes large localization 
errors, as can be seen in the upper-left plot of Fig. 5. From the 
results of the DSRM method, it can be known that the further 
mobile nodes are away from a cluster of reference nodes, the 
larger location errors are. To analyze the cause of this, two  

 

Fig. 4. Localization results of scenario 2. 
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Table 1. Localization errors (3σ, 99.73%). 

Methods 
Scenario 

DS method DSRM method Hybrid method

1 4.8316 m 1.9844 m 1.5907 m 

2 5.0451 m 1.4230 m 0.9903 m 

3 4.3983 m 2.4135 m 1.6176 m 

 

 
check points are calculated (see Fig. 5). The analysis results are 
similar to that of scenario 1. Therefore, two scaling parameters 
in the hybrid solution method are set equal to the same values 
that were used for scenario 1. It can be confirmed that the bad 
area of the DS method is covered by the good area of the 
DSRM method in the lower-right plot of Fig. 5. Consequently, 
the results of the hybrid method show that there is no area that 
has large location errors caused by the relations among the 
reference nodes and mobile node. The performance of the 
localization methods can be compared using the lower-right 
plot of Fig. 4 and Table 1. 

Remark for scenario 3. In this scenario, it is assumed that 
three reference nodes are located at (40.0 m, 80.0 m), (1.0 m, 
40.0 m), and (100.0 m, 60.0 m), respectively. Figures 6 and 7 
show the localization results of scenario 3. As shown in the 
results of the DS method, a red sea zone exists on a horizontal 
area including the reference nodes, where the values of the 
check point 1 are close to 0. In this area, large localization 
errors occur (see the upper-left plot of Fig. 7). On the other 
hand, the results of the DSRM method have a different 
property compared with the results of the DS method. To 
analyze this phenomenon, check point 2 is calculated as 
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Fig. 5. Location error and check points of scenario 2. 
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Fig. 6. Localization results of scenario 3. 
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denoted in Fig. 7. In the area where the location error of the 
DSRM method increases, the value of check point 2 decreases. 
In this application, two scaling parameters in the hybrid 
solution method are set equal to the same values that were used 

 

Fig. 7. Location error and check points of scenario 3. 
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Fig. 8. Processing time. 
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for scenario 1. The results show that the good area of the 
DSRM method in the application area covers the bad area of 
the DS method. Therefore, the performance of the hybrid 
solution method can be enhanced based on the proposed 
hybrid algorithm [(20)–(22)]. 
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It can be concluded that the hybrid solution method has 
better performance than the conventional standalone methods 
irrespective of the relative locations among the mobile node 
and reference nodes in the application area. For the hybrid 
solution, a double computation needs to be performed in 
comparison with the DS and DSRM methods. To analyze the 
computational burden, the process time in each of the locations 
in Figs. 2, 4, and 6, denoted in the above simulations, is 
calculated using the “tic/toc” command in Matlab and is 
denoted in Fig. 8. The mean values for the DS method, DSRM 
method, and hybrid solution are calculated as 9.8876E-5 s, 
8.4126E-5 s, and 1.9149E-4 s, respectively. That is, the 
computational burden of the hybrid solution is increased. 
However, the problem of computational complexity is not that 
serious. Therefore, it can be stated that the hybrid solution can 
be used effectively in consideration of the performance 
advancement. 

V. Conclusion 

The merits of LCS methods for wireless localization include 
non-approximated solutions and low computational burden 
when compared with iterative methods. However, each LCS 
method has its own pitfall. For example, the DS method    
has the red sea zone problem, and the DSRM method has 
errors increasing with distance between the mobile node and a 
cluster of reference nodes. Fortunately, the error occurrence 
probabilities are independent of each other and the areas where 
the errors occur can be guessed using check points. Motivated 
by the independent error properties of the conventional LCS 
methods, a hybrid LCS method was presented for avoiding the 
problems and estimating locations accurately, in this paper. The 
performance has been verified by several Monte Carlo 
simulation results. The simulation results show that the 
localization accuracy of the proposed hybrid solution is better 
than the conventional standalone solutions. 
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