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Abstract 

Nowadays, online word-of-mouth has become a powerful influencer to marketing and sales 

in business. Opinion mining and sentiment analysis is frequently adopted at market research 

and business analytics field for analyzing word-of-mouth content. However, there still 

remain several challengeable areas for 1) sentiment analysis aiming for Korean word-of-

mouth content in film market, 2) availability of machine learning models only using 

linguistic features, 3) effect of the size of the feature set. This study took a sample of 10,000 

movie reviews which had posted extremely negative/positive rating in a movie portal site, 

and conducted sentiment analysis with four machine learning algorithms: naïve Bayesian, 

decision tree, neural network, and support vector machines. We found neural network and 

support vector machine produced better accuracy than naïve Bayesian and decision tree on 

every size of the feature set. Besides, the performance of them was boosting with increasing 

of the feature set size.  
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1. Introduction 

With emergence of social media and online communication, consumer’s electronic word-

of-mouth (eWOM), often called user-generated content, directly influenced to product sales 

and marketing, so that the firms aggressively participated in online communication and used 

it for marketing strategies and public relations [1]–[3]. As growing eWOM impact in 

business, requirement of analyzing eWOM content also increased. Opinion mining and 

sentiment analysis has been frequently adopted into market research and business analytics, 

since they emphasize extracting sentiment polarity and author’s opinions such as positive, 

negative, and neural sentiment [4]. Opinion mining involving sentiment analysis is regarding 

as a set of processes used to identify sentiment, opinion, and the author’s attitude shown in 

texts, turn them into meaningful information, and use it in making business decisions. 

Opinion mining is usually conducted of two ways, lexicon based approach and machine 

learning approach. Lexicon based approach uses the linguistic resource, called sentiment 

dictionary or sentiment lexicon, such as SentiWordNet, SenticNet, and OpinionFinder. 

Machine learning approach generates the classifying algorithm through learning with the set 

of linguistic features and applies it.  

Many opinion mining studies have been conducted to analyze unstructured text data 

including customer reviews, blogs, tweets, news, and online contents [2], [3], [5]–[9]. 

However, there are still many challengeable areas left for more effective and accurate 

sentiment analysis of customer opinion. First, there were few sentiment analysis studies 

aiming at Korean contents. Korean, an agglutinative language, has much complicate 

structure to analyze corpora and syllables from text [10]. Next, there are not enough 

references of tools, techniques, and methods for Korean natural language processing (NLP) 

and machine learning models. Machine learning based sentiment analysis is able to analyze 

text data without the sentiment lexicon, but it requires well-defined data and much 

complicate classification algorithms for analytics. Last, even though few studies examined 

different sizes of the feature set to achieve higher performance of text categorization [11], 

[12], it was very rare to consider the impact of the linguistic features set.   

Therefore, we tried to conduct sentiment analysis of Koran eWOM using machine 

learning models and see usability through performance caparison. We selected 10,000 movie 

reviews which had extremely negative/positive rates of popularity in a movie portal site, 

extracted linguistic features from them using NLP, and compared their performances within 

accuracy using machine learning models: naïve Bayesian (NB), decision tree (DT), artificial 

neural network (NN), and support vector machines (SVM). Furthermore, to see the role of 

the linguistic feature set in the algorithms, we tried to examine how much the performance of 

each classifier changes by the feature set size.  

This paper thus has three objectives. First, we will try to provide the process of machine 

learning approach for sentiment analysis from NLP of unstructured text data to algorithm 

validation. It should be a reference of machine learning approach to mine consumer opinions 

from Korean eWOM. Secondly, we will examine classification algorithms of four machine 

learning models and compare their performances with accuracy measures. The result should 

provide helpful guides to business analysts and researchers. Last, we will test classifiers’ 

performances on different sizes of the linguistic feature set. We expect it can present that 
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sentiment classifiers can maximize their performance through moderating the size of the 

feature. Additionally, we will employ open source packages of the R project for 

demonstrating Korean NLP and machine learning models, thus potential users can consider 

these tools and techniques for immediate adoption. 

2. Related Works 

2.1 Electronic Word of Mouth 

Word-of-mouth, meaning personal communication among people, has been recognized as 

significant source of information to understand customers’ interest, sentiment, and opinion 

about companies’ products and service such as movies, books, music albums, hotels, and 

restaurants [2], [13]–[18]. Since many consumers have received word-of-mouth as useful 

and credible information generated by pre-experienced consumer not company’s 

advertisements when they buy products or service. In particular, advancement of Internet 

technology has enabled people to easily generate electronic word-of-mouth(eWOM), share it 

with other people, and exchange opinions. This eWOM is including customer reviews, 

online comments, and population rankings, and spreading real-time through online channels 

such as e-commerce sites, online forums, blogosphere and social networking sites. Thus, 

eWOM is recognized as not only convenience for consumer but also new challenges and 

opportunities for business analysts to analyze consumer’s interests and opinions.  

Many researchers studied the influence of eWOM on marketing and sales. A study with 

the two leading online booksellers, Amazon.com and Barnesandnoble.com, characterized the 

behavior pattern of reviewers and examined the positive effect of customer reviews on 

product sales [16]. This research revealed that poor reviews with one-star reviews have the 

greater impact than complimentary reviews ranked with five-star and consumers prefer to 

read review text rather than just seeing summary statistics. Another eWOM research 

analyzed 40 movies’ reviews collected from the Yahoo Movie, and stated movie eWOM 

caused significant effect on the box office revenue [2]. The impact of eWOM can be shown 

to travel business, one of industries with very active online communication. A research of 

eWOM impact on travel business analyzed 1,639 hotels’ 40,424 review rating data of a 

major online travel agency in China and showed a very positive result that increasing 10 

percent in customer review ratings enables online reservation to boost more than five percent 

[19]. In music album market, blog chatter about music albums has strong impact on music 

album sales [20]. In addition, eWOM of restaurants showed that consumer-generated 

reviews have the positive effect as increasing the online popularity, but editors’ reviews and 

ratings are negative to visiting the restaurants websites [17]. Consequently, many researchers 

and their studies showed the influence of eWOM on marketing and sales in various retail 

business, e-commerce, and even stock market.  

 

2.2 eWOM Analysis in Film Market  

Consumer voice of film market has been a hot item for finding eWOM impact to marketing 

and sales for a while. A researcher analyzed review volume and ratings of 40 movies 

collected from the message board of Yahoo Movies, showed that eWOM before release of 

the movie is very active and has significant effect on the box office revenue [2]. On the other 

hand, another research produced different results with previous studies in their research 

investigating the relationship between movie sales and their online reviews and ratings [18]. 
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According to this study, there are true effects between two areas but higher ratings do not 

ensure higher sales. It also additionally explained that the awareness effect works but the 

persuasive effect does not influence on consumers. A study in Korean film market examining 

the role of eWOM compared movie reviews in Internet portal website and tweets in Twitter, 

and showed that both tweets and movie reviews have the significant effect of eWOM [21]. 

The study used several variables such as released screens, average ratings, number of ratings, 

number of tweets, and revenues for analyzing eWOM effect, but sentiment of reviews and 

tweets did not considered to the analysis model. 

Early stage research of eWOM tended to use only volume and ratings without analyzing 

syntax of content, thus it was increasingly seemed to be insufficient to explain dynamics of 

online communication. Since eWOM was generated as the type of text contents including 

consumers’ interests and opinion, sentiments of user-generated contents should be applied as 

a parameter in eWOM analysis [22]. A study about movie eWOM selected online contents of 

257 movies from Yahoo Movies during 2005-2006, extracted five measures with 

SentiWordNet and OpinionFinder: volume, valence, subjectivity, number of sentences, and 

number of valence words [23]. This paper stated that the volume of messages has significant 

correlation to forecast movie box office sales but the valence of eWOM did not show the 

meaningful relation between WOM and movie sales. However, another research analyzing 

movie eWOM suggested that consumer’s willingness to watch a movie is significantly 

influenced by valence of eWOM [3]. In addition, a meta-analysis research about eWOM 

stated that review valence has more significant influence than review volume on sales 

elasticity [24]. 

 

2.3 Opinion Mining & Sentiment Analysis 

Opinion mining and sentiment analysis, which emphasizes extracting author’s opinions and 

sentiment polarity like positive and negative, is regarding as a set of processes used to 

identify the author’s sentiment, opinion, and attitude shown in texts, and turn them into 

meaningful information. In accordance with needs of unstructured text documents mining, 

opinion mining and sentiment analysis is frequently applied into analyzing sentiment of 

eWOM [4]. According to Chen & Zimbra [9], “Opinion mining, as a sub-discipline within 

data mining and computational linguistics, is referred to as the computational techniques 

used to extract, classify, understand, and assess the opinions expressed in various online 

news sources, social media comments, and other user-generated content” (p. 74). Sentiment 

analysis is often used in opinion mining to identify sentiments, affect, subjectivity, and other 

emotional state in the text content [25].  

Opinion mining is basically in charge of classifying sentiment such as polarity or emotion 

of a piece of text [4], [9], [25]. Classifying sentiment of text content with automatic way is 

usually conducted of two ways, lexicon based approach and machine learning approach [10]. 

Lexicon based approach uses the linguistic resource, called sentiment dictionary or sentiment 

lexicon, such as SentiWordNet, SenticNet, and OpinionFinder. Machine learning approach 

generates the classifying algorithm through learning with the set of linguistic features and 

applies it.  

 

Lexicon Based Approach 

In lexicon based approach, public lexicons like SentiWordNet is frequently applied into 

many studies due to high coverage of them and reliability problem of a manual sentiment 
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dictionary [26]. For instance, a study identified sentiment with SentiWordNet in a market 

intelligence framework for evaluating business constituents and conducted a case study of 

Wal-Mart [6]. This paper showed several opinion analysis results including traffic dynamics, 

topic and sentiment evolution, active topics and sentiments, and opinion leader analysis, and 

also stated that those results can explain that Wal-Mart has to recognize marketing 

intelligence where, which items, and who need to pay special attention. A study analyzing 

eWOM of the Hollywood film market extracted opinion measures like valence and number 

of valence words using SentiWordNet and OpinionFinder [23]. Another study measuring the 

correlation between Dow Jones Industrial Average (DJIA) and online mood states on tweets 

collected over nine million tweets and tagged the mood of each tweet with OpinionFinder 

and Google-profile of mood states [27].  

On the other hand, a study proposed probability model to measure sentiment of financial 

news article and predicted movement of the Korea composite stock price index [5]. It 

suggested an opinion mining method generating a domain-specific sentiment lexicon, and 

eventually accomplished 63.0% F1 score on the threshold of validation data. Another paper 

compared stock domain specific sentiment dictionary with a general dictionary and gained 

higher accuracy [28]. One of the contextual meaning study also proposed an algorithm to 

automatically build a word-level emotional dictionary for social emotion detection and stated 

the dictionary generated for certain purpose is more efficient to predict the emotional 

distribution of news articles [29]. In addition, another study took 4.10% improvement of 

accuracy from revised SentiWordNet using objective words in SentiWordNet rather than 

original lexicon [26].  

 

Machine Learning Based Approach 

Machine learning methods are also frequently used in sentiment analysis and opinion mining. 

This approach generates classification algorithms with linguistic features in training data set 

and tests the performance of algorithms in validation data set. Various machine learning 

algorithms such as NB, SVM, NN, genetic algorithm (GA) and k-Nearest Neighbors (kNN), 

have been applied into classification, optimizations and predictions from text document [3], 

[10], [11], [30], [31].  

Pang et. al, applied three machine learning methods such as NB, SVM, and maximum 

entropy classification into determine whether a movie review is positive or negative[32]. 

They examined several conditions such as n-gram, tense, and linguistic set size, therefore 

achieved the best performance of 82.9% accuracy in SVM method combining with unigrams, 

presence, and a 16,165 features. Interestingly, their experiment showed using top frequent 

2633 unigrams reached 81.4% accuracy as much similar as the best. It means a small size 

feature set can be considered as an efficient method for sentiment analysis of big data. 

Another study employed SVM and NB classifier to test  eWOM impact of consumer’s 

willingness[3]. It categorized 4,166,623 movie tweets into four mutually exclusive categories: 

intention, positive, negative, and neutral. The researchers trained NB for intention and SVM 

for sentiment, and validated eWOM impact of tweets with precision and recall as 

performances measures.  
 

In stock market prediction, a study applied a SVM method to analyze financial news 

articles [31]. It examined article terms, the stock price, and three textual representations: bag 

of words, noun phrases, and named entities, for investigating the prediction performance, 

and used closeness, directional accuracy, and a simulated trading engine for evaluation. 
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Eventually it showed that both article terms and stock price at the time article release had the 

best performance and proper nouns had the better textual representation performance. 

Another study, which predicted daily stock price trend with company-specific news articles, 

proposed a prediction model, NewsCATS[11].. The researchers used an automated text 

categorization technique with a manual thesaurus and employed valiables such as collection 

term frequency (CTF), inverse document frequency (IDF), CTFxIDF, and used like the 

document processing like within-document frequency (WDF), IDF, and WDFxIDF. 

Furthermore, they examined different sizes of the feature set, and trained classifiers with 

Rocchio, kNN, and non-linear SVM (nlSVM). The results were reported with harmonic 

mean F1 and overall accuracy as measures, and achieved best performance when conditions 

were CDF, 15% size of feature set, WDFxIDF, and the nlSVM classifier.  

On the other hand, the research with Korean contents has been very rare yet till now. A 

recent study tried machine learning methods to classify emotions of micro-blog, tweet,  

using features of morphemes and n-grams [10]. They also employed NB and SVM as 

classification algorithms and used F1 score as the measure of classification performance. 

According to the experiment results, SVM showed higher performance than NB and 

especially nlSVM with a polynomial kernel in tri-gram produced almost 84% accuracy.  

3. Approach 

3.1 Overview 

Our sentiment classification model is composed of NLP phase and machine learning phase. 

NLP phase consists of gathering data, cleansing data, manipulating data, extracting linguistic 

resources, selecting features and so on. Machine learning phase contains includes combining 

features and documents, learning algorithms in training data set, and testing the algorithms in 

validation data set. During a learning phase, algorithms capture the polarities inherent in 

training data categorized as negative or positive. These algorithms are examined in 

validation data set to see their performance and availability. Fig. 1 presents process and 

functions of our sentiment classification model in more detail.  

 

Fig. 1. Overview of the Sentiment Classification Model 
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3.2 Data Aggregation 

The data of movie reviews and ratings was collected from movie section of portal websites 

in Korea (http://nate.com and http://movie.daum.net). In these sites, online users can write 

reviews and ratings about movies. A review is allowed up to 140 letters and a rating score 

can be evaluated between zero meaning extremely negative and ten as the highest score. The 

collecting data was generated from December 2008 to July 2013, and we selected both 5,000 

negative reviews rated zero (0) and 5,000 positive reviews with ten (10) for clear polarity 

division.  

 

3.3 NLP and Generating Feature Sets 

In order to optimally utilize the amount of movie reviews available in the form of 

unstructured text data, it is necessary to employ tools and technologies that extract relevant 

information and analyze efficiently them. After movie WOM data were collected, we 

conducted text data processing to moderate unstructured text data and generate the feature 

set which are applied into machine learning models. In normal WOM text with natural 

language, there are many kinds of useless characters such as single letters (e.g., kkk and hhh), 

emoticons (e.g., :), -.-, and ^^), numbers, and punctuations, which have often been barriers to 

extract the feature from contents. Thus, we first removed these obstacles from experiment 

data. We also eliminated English stop-words (e.g., I, me, my, and mine) and too much 

common words like “Korean” and “movie” for the efficient processing. We next extracted 

nouns from the sentence of reviews and filtered them with a rule which remains characters 

between eight letters and two letters in lengths.  

As the result, the extracted nouns were totally 22,652 terms, and we transformed them as 

a document-term matrix. Even though terms were extracted for machine learning methods, it 

is impossible to use all terms as the features in machine learning methods. The size of the 

features is one of important factors in machine learning algorithm since it can be influence of 

performance both accuracy and processing. We thus selected more frequent terms in the data 

using a function of NLP which removes sparse terms, and applied them into training and 

testing phase. That selected feature sets, as shown Table 1, were 5 groups as their terms size 

from a set with 52 terms to a group with 434 terms. We used the Korean NLP package 

(KoNLP) in R project for this pre-processing works. 

 
Table 1. Feature Sets for Machine Learning 

Group Sparsity  No. of Terms 

Set 1 .9966 52 

Set 2 .9980 108 

Set 3 .9988 215 

Set 4 .9992 312 

Set 5 .9994 434 

3.4 Machine Learning  

Machine learning is a subfield of artificial intelligence and computer science, and deals with 

algorithms and techniques that improve automatically through experience rather than follow 

programmed instructions. Machine learning is applied into various tasks from data mining 

programs that discover general rules in large data sets, to information filtering systems. 

http://movie.naver.com/
http://movie.daum.net/
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There are various machine learning methods, but we employed four methods which are 

frequently adopted in previous research: NB, DT, NN, and SVM. NB is one of frequently 

employed classifiers for text mining because of their simplicity. DT learning uses a decision 

tree as a predictive model which maps observations about an item to conclusions about the 

item’s target value. Artificial neural network method is a learning algorithm that is inspired 

by the structure and functional aspects of biological neural networks.  

4. Experiment and Result 

4.1 Evaluation 

The performance of algorithms and feature sets in text classification can be evaluated by 

several statistical measures such as recall, precision, accuracy α, and F1-score [3], [5], [10], 

[11]. In this study, we used the overall accuracy αand F1-score. Total accuracy is defined as 

the percentage of sentiments correctly predicted of total instances:  

            
                             

               
 

F1 score is the harmonic mean of macro-averaged precision and recall. Precision is the 

proportion of right instances of total instances predicted, and recall is the proportion of 

instances correctly predicted of real instances. It seems to be good to take higher results on 

both of them, but they generally have inverse relationship. For that reason, many researchers 

have used F1 score combined two measures as a harmonic mean of them:  

         
                    

                
 

4.2 Classifying Sentiment 

We conducted sentiment classification with four algorithms and five groups with different 

feature set size. The aim of this analysis is to see 1) if machine learning algorithms for 

sentiment classification work with only linguistic features extracted by NLP without manual 

handling, 2) if the size of the feature set influence the performance of classification. Table 2 

is our experiment results. It presents five groups of the feature set size, and there are two 

performance measures (accuracy and F1 score) of four algorithms in two data sets (training 

and validation set). In train data set, we can see that algorithms within NN and SVM 

produced significant classifying accuracy around 75 % in Group 4 and Group 5. SVM 

algorithm reached the highest accuracy at Group 5 (accuracy=.7434, F1=.6307), NN 

classifier also achieved the maximized value of measure at Group 4 (accuracy=.7534, 

F1=.6361). On the other hand, NB method remained under 60% accuracy and showed a 

much low F1 score even at the highest accuracy (accuracy=.5752, F1=.3133 in Group 2). In 

text classification, it is frequently founded in many studies that SVM produced higher 

accuracy than NB method [33]. As the result in train data set, we can consider the results that 

NN and SVM lead to higher performances than NB and DT, as well as the accuracy is 

increasing along with the size of the feature in train data set.  

However, in validation data set, the highest accuracy keeps staying around 70%, as 

shown Group 4 (accuracy=.7072, F1=.5984 with NN) and Group 5(accuracy=.7063, 

F1=.6033 with SVM) despite the size of the feature set is increasing. It can be interpreted 

that the size of the feature influences the accuracy of classifying but the effect of it does not 

rise after reaching a certain threshold for the performance. 
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Table 2. Classifying Performance of Classifiers on Train Data vs. Validation Data 

Group Classifier 
Train Data Set Validation Data Set 

Accuracy F1 Score Accuracy F1 Score 

Group1: Feature 

Terms=52 

NB 0.5513 0.2650 0.5605 0.2833 

DT 0.5819 0.3012 0.5789 0.2986 

NN 0.6520 0.4871 0.6448 0.4841 

SVM 0.6445 0.4761 0.6455 0.4806 

Group2: Feature 

Terms=108 

NB 0.5752 0.3133 0.5755 0.3233 

DT 0.5870 0.3166 0.5865 0.3217 

NN 0.6867 0.5492 0.6583 0.6523 

SVM 0.6725 0.5244 0.6679 0.5167 

Group3: Feature 

Terms=215 

NB 0.5546 0.2555 0.5724 0.2795 

DT 0.5807 0.3145 0.6007 0.3262 

NN 0.7232 0.6024 0.6962 0.5772 

SVM 0.7002 0.5695 0.7025 0.5717 

Group4: Feature 

Terms=311 

NB 0.5197 0.1302 0.5057 0.1348 

DT 0.5816 0.2977 0.5796 0.3067 

NN 0.7381 0.6305 0.7072 0.5984 

SVM 0.7212 0.5987 0.7038 0.5822 

Group5: Feature 

Terms=434 

NB 0.4986 0.0397 0.4997 0.0536 

DT 0.5839 0.3027 0.5743 0.2952 

NN 0.7534 0.6361 0.7013 0.6013 

SVM 0.7434 0.6307 0.7063 0.6033 

In below Fig 2, the change of classification performance is more clearly shown. In 

training data set, increasing of the feature set is continuously boosting the accuracy of NN 

and SVM, but NB and DT shows less performance on increasing figure terms. This pattern is 

almost same within validation data set, but we can see that the accuracy of NN and SVM 

remains around 70% after reaching it.  

 

 

Fig. 2. Accuracy in Validation Data 
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In DT model for classifying sentiment, we can see which feature terms are located in the 

root of the tree to decide a review’s polarity as positive or negative. As shown Fig. 3, several 

words like “trash”, “story”, “people”, “fun”, and “scenario” are presented in there. In 

particular, we can find out that “trash” plays the critical role in classifying reviews into the 

negative area and “fun” works as a major positive classifying feature.  

 

 

Fig. 3. Keywords in the Decision Tree Classifier 

5. Conclusion 

In this paper, we aim to 1) conduct sentiment analysis aiming for Korean eWOM in the film 

market, 2) detect the availability of machine learning models only using linguistic features, 

and 3) identify influence of the size of the linguistic feature set. We selected 10,000 movie 

reviews which were rated of extremely negative/positive popularity in the movie portal sites, 

and parsed words through NLP. Four learn machine methods (NB, DT, NN, and SVM) were 

demonstrated with the linguistic features and their performances were compared by accuracy 

and F1 score. In addition, we tested five groups whether the feature set size influences on the 

performance of classification. As a result, NN and SVM classification showed the 

outstanding performance. NN classifier with 311 terms reached accuracy 70.72% (F1 

= .5984) and SVM classifier consisting 434 terms drove accuracy 70.63 % (F1 = .6033).  

Through the experiments, we showed how machine learning algorithms are applied as 

sentiment classifiers for movie eWOM analytics, and the performance gab might be occurred 

by the method as well as the feature set size. In addition, NN and SVM generally have better 

performance than NB and DT under every condition. Besides, the performance of them 

might increase according to the feature set size.  

We expect our experiment to provide several implications and contributions under below. 

The first is providing the process of machine learning approach for sentiment analysis from 

data aggregation to algorithm validation. It should be useful to discover consumer opinion of 
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Korean eWOM. Another is comparing various machine learning methods for sentiment 

analysis and revealing how different they are in performance. It should provide researchers 

how to make caparison research in opinion mining and business analysts which classification 

method is more accurate for sentiment analysis. Last, our testing with feature set size implies 

that the researchers and analysts should consider how many features is optimum for 

classification accuracy as well as analytics performance in big data opinion mining. In 

addition, we used open source packages of the R project for demonstrating Korean NLP and 

machine learning methods, thus potential users can consider these tools and techniques for 

immediate adoption. We believe this article can support practical and reliable reference to 

eWOM analysis, not just in movie review but in other eWOM data as well. 

This research also has several challenges to be improved. Our research attempted 

sentiment classification of movie reviews within positive and negative however more various 

sentiment spectrums such as emotions, willingness, and complaints, will be analyzed in the 

future research. In addition, if linguistic feature words are handled in a more elaborate way 

like the expert’ verification, the performance of classification would be improved. Another 

challenge is to employ more features in huge volume of eWOM data as real Big-data. Last, 

future research needs to expand to various industries such as entertainment, e-commerce, and 

health care service within expanding social networking sites like Twitters and Facebook.  
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