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ASYMPTOTIC-NUMERICAL METHOD FOR SINGULARLY
PERTURBED DIFFERENTIAL DIFFERENCE EQUATIONS OF
MIXED-TYPE

A.A. SALAMA AND D.G. AL-AMERY*

ABSTRACT. A computational method for solving singularly perturbed bound-
ary value problem of differential equation with shift arguments of mixed
type is presented. When shift arguments are sufficiently small (o(g)), most
of the existing method in the literature used Taylor’s expansion to approx-
imate the shift term. This procedure may lead to a bad approximation
when the delay argument is of O(g). The main idea for this work is to deal
with constant shift arguments, which are independent of €. In the present
method, we construct the formally asymptotic solution of the problem us-
ing the method of composite expansion. The reduced problem is solved
numerically by using operator compact implicit method, and the second
problem is solved analytically. Error estimate is derived by using the max-
imum norm. Numerical examples are provided to support the theoretical
results and to show the efficiency of the proposed method.
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1. Introduction

Many phenomena in real life and science may be modeled mathematically
by delay differential or differential difference equations (DDEs). Equations of
this type arise widely in scientific fields such as biology, medicine, ecology and
physics, in which the time evolution depends not only on present states but also
on states at or near a given time in the past [3]. If we restrict the class of DDEs
to a class in which the highest derivative is multiplied by a small parameter, then
we get a class of singularly perturbed differential difference equations (SPDDESs).
These equations are used to model a large variety of practical phenomena, for
instance, variational problems in control theory [4], description of the so-called
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human pupil-light reflex [10], evolutionary biology [19] and a variety of model
for physiological processes or diseases [11].

In this paper, we consider the following SPDDE with negative as well as
positive shifts on the interval = (0, ¢):

Leu(z) = eu’ () + a(z)u'(z) — b(z)u(z) + c(z)u(z — §) + d(z)u(z + ) = f(z),
u(z) = ¢(z), -6 <z <0, (1)
u(z) = P (z), (<< l+,

where 0 < € < 1 is the singular perturbation parameter and §(¢ < 26) is the
shift parameter. We assume that the functions a, b, ¢, d, f, ¢ and 1 are sufficiently
smooth such that

a(r) >a>0, bx)>0, z€l,
b(x) —c(z) —d(z) >0, c(x),d(x) >0 Vzel

Under the above assumptions, the solution u of the problem (1) exhibits a
single boundary layer at the left end of the interval Q = [0,¢]. When a(z) <
0, the solution exhibits boundary layer at the right end of the interval Q. If
a(xz) = 0, then the solution can exhibit layer or oscillatory behavior depending
on the sign of reaction coefficient. Here, we deal with the two cases a(z) > 0
and a(z) < 0.

It is well known that the standard discretization methods for solving singu-
lar perturbation problems are not useful and fail to give accurate results when
the perturbation parameter ¢ tends to zero. This motivates the need for other
methods to solve this type of equations, whose accuracy does not depend on the
perturbation parameter. For more details, one may refer to [2, 12].

The study of boundary value problems for such equations was initiated by
Lange and Miura [8, 9], where the authors provided asymptotic approach to
SPDDESs with small shifts in the case of layer behavior and rapid oscillations. In
recent years, there has been growing interest to develop numerical methods for
SPDDEs. In this area, we mention [5, 6, 7, 13, 17]. Most of these works focused
mainly on the problems with very small shifts (of the order of £). Kadalbajoo
and Sharma [6] considered the problem where delay and advance parameter are
of o(¢) and a convection coefficient is absent. Such problems have oscillatory
behavior or boundary layers at both ends of the interval. Kadalbajoo et al. [5],
Mohapatra and Natesan [13] and Salama and Al-Amery [17] presented numerical
methods to solve SPDDEs with small shifts of mixed type when convection
coefficient is non-vanishing. Recently, Subburayan and Ramanujam [18] have
applied the initial value technique for singularly perturbed convection-diffusion
problems with negative shift.

In this paper, we construct an asymptotic-numerical method to solve SPDDEs
with shifts of mixed type, these shifts are fixed and do not depend on €. In this
method, an asymptotic expansion of the solution of this problem is constructed
using the basic ideas of the method of matched asymptotic expansion [14, 15].
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Then, the initial-value problem (the reduced equation) is approximated by oper-
ator compact implicit (OCI) method [16], and the second problem, which retains
the order of the original problem, is solved analytically. We show that the present
method is useful for obtaining the numerical solution of the considered problem
in both cases when boundary layer is at the left end as well as at the right end
of the interval.

The remainder of the paper is organized as: In Section 2, a maximum princi-
ple and some important properties of the exact solution and its derivatives are
established. An asymptotic expansion approximation is constructed in Section
3. The proposed numerical method is described in Section 4. Error estimate
is derived in Section 5. In Section 6, numerical examples are presented, which
validate the theoretical results. Finally, conclusion and discussion are indicated
in Section 7.

2. The continuous problem

The problem (1) is equivalent to

eu” +a(x)u’ —b(z)u + d(z)u(z +9) = f(x) — c(x)p(x — J), =€ Q,
Lou=<( v +a(z)u —b(x)u = f(z) — c(x)p(x — ) — d(z)(z +§), x € Qq,
euw” + a(x)u’ — b(x)u + c(x)u(x — 0) = f(z) — d(z)Y(xz + ), z€Qs,

where Q1 = (0,£—0], Q2 = [(—4, ] and Q3 = [, £). Throughout this paper, C'is
a generic positive constant independent of ¢ and discretization parameter h, and
we use the simple notation for the discrete maximum norm ||g|| = Jax, |-
Lemma 2.1 (Continuous minimum principle). Let ¥(x) be a smooth function
satisfying ¥(0) > 0 and ¥(¢) > 0. Then L. V(x) < 0, Vx € Q implies that
U(z) >0, Vz € Q.

Proof. Let * € Q be such that ¥(2*) =min{¥(z),r € Q} and ¥(z*) < 0.
Clearly z* # 0, 2* # £ and also ¥’/ (z*) = 0 and ¥”(2*) > 0.
We have the following:

(1) r* e
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(iii) 2* €
LoY(2*) =¥ (2*) + a(z*) ¥ (z*) — b(x
>eU" (%) + a(x*)V (%) — b(a™)V(x*) + c(2*) ¥ (x*)
>0,

*
~
S
—
&
N
+
Q
—~~
&
N
S
8
*
|
=

which contradicts the hypothesis that L. W(z*) < 0. Therefore ¥(z*) > 0. But
since x* was arbitrary point in 2, so that ¥(x) > 0,Vz € Q.

O

v

Lemma 2.2. Let u be the solution of the problem (1), and let b(x)—c(x)—d(z)
A>0, x€Q. Then

[ull < ATHIFI + Comax ([l + [[#1),
where Cy is a positive constant.
Proof. Consider the barrier function ¥# as
W () = A ]| + Comasx (] + [|19]) + u(z).

Then, application of the minimum principle to the above barrier function, one
can obtain the required result. O

Remark 2.1. Lemma 2.1 implies that the solution of the problem (1) is unique,
and the existence of the solution is implied by its uniqueness and the linearity of
the considered problem. Further, a bound on the solution is given in Lemma 2.2.

Theorem 2.3. If a,b,c,d and [ are sufficiently smooth functions and a(zx) >
a >0, Ve € Q. Then the derivatives of the solution u of the problem (1) satisfy

|u(k)(x)|SC(I-&-&‘kexp(—%))’ E=1,2,... (2)
Proof. We rewrite (1) in the form
eu’(z) + a(x)u' () = F(), 3)

where

F(x) = f(z) + b(z)u(z) — c(x)u(z — ) — d(x)u(z + 9).

Multiplying both sides of (3) by %eé Jo a(hdt and integrating over (0,z) we get
1 x 1 r x
(@) =l o0y L [ O (4)
0

Integrating (4) from 0 to =, we have

u(z) = ¢(0) + u’(O) /Ox e~ Jo a®)dt g + é /Ox dr /OT F(f)e_é Ie a(t)dtdf. (5)

Interchanging the order of the double integral, we get

u(@) = $(0) + o/ (0) / S Ity g ! / " F(e)de /6 "I eWatg. ()
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Using the condition u(¢) = 1(¢) in equation (6), we get

Y(O) — §(0) — L [ F(e)de [{ e 1< a(t)dth
fO e*%fo a(t) dth

Since

L ¢ llall™ llalir 9 Vi
/ 2 Jo alt)dt g >/ e e dr = (1—e 7<) > 7(1*6%&“ ) =Cue,
0 0 |l

IIGH

and a bound on F'(z) is obtained by using the bound on u given in Lemma 2.2.
Hence, we have

NG /E e NIAGIT: /

gf/ [a‘ls(l—e_a RGBS

o / |F(€)]dé <

O]+ 160)] + L [y |F(€)lde [ eI «Wtar
f()e e*% fo a(t) dth
L ([PO1+16(0)] +C2) _ G5

3 3

Now, from equation (7) we have

[/ (0)] <

X

Using the above inequality in equation (4), we can conclude that

W] < Do 0ot F),

which proves (2) when k& = 1. The estimates for higher order derivatives can be
proved by using induction process. O

3. An asymptotic expansion

Since the differential difference equations have special properties, we construct
piecewise formal solution in Q1,0 and 23. Moreover, we assume that the
solution wu satisfies the continuity conditions

w((0=8)") = u((€—8)"), ' (£ 8)) = (L= 8)"),u(67) = u(8"),w/(57) = u'(57),

where u(z7) and u(z1) denote the left and the right limits of u at z = z,
respectively.
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We represent the solution u(z) in the form

ZE ui(z) +vi(m)], x €y,
u(z) = Zs ui(z) +vi(m)], @€y, (8)

ZE ui(w) +vi(m3)], @€ Qs

where 7 = Z, 7o = and 73 = ”;5. The coefficients u; and v; are

called outer and boundary-layer correction coefficients, respectively. We refer
the reader to [14, 15] for complete description. From the boundary conditions,
we obtain

z—0+6
€

UO(O) + UO(O) = ¢(O)7 up(¢) = ¢(5)a (9)
ui(O)—i-vZ-(O):O, ui(Z):O, i:1,2,... .

Here, we consider the zero order asymptotic expansion approximation to the
solution of the original problem (1) which is given by

(z) = uop(z) + vo(z), x € 9, (10)

where ug(x) is the solution of the following reduced problem

a(z)ug — b(x)uo + d(z)ue(z + 6) = f(z) — c(z)p(z — 6),z € U,
a(z)up — b(x)uo = f(x) — c(x)p(x — 6) — d(@)(z + 0), 2 € D, (1)
a(z)up — b(x)uo + c(@)ug(x — 6) = f(x) — d(x)y(x +9),x € s,
and vo(x) is the solution of the boundary value problem
UO (Tl) + a(O)’Ué(Tl) = 07 T = %v S Ql?
v0(0) = ¢(0) — uo(0), vo(00) =0,
( ) ( )UO(TQ) 0, Ty = = f+57 z € (Qa, (12)
v0(0) = u((¢ = 0)7) —uo((t—6)"),  wo(o0) =0,
( ) ( )UO(T?)) - Oa T3 = 1;57 HAES QS?
v0(0) = u(67) — up(07), vo(00) =0,
which can be solved analytically as
[¢(0) — u0(0)] exp (#), x € Q,
vo(@) = [u((€=8)7) —uo((¢ = 8)*)] exp (Z2EU=D) - peqy (13)
[u(67) —uo(61)] exp (W), z € Q.

Remark 3.1. In the case of right boundary layer, the stretching variables 7 =
0= 1) = 222 and 73 = £=2 are used in the intervals [0, ¢ — d], [¢ — §,4] and
[0, €], respectively, and one can follow the same procedure used for the case of

left boundary layer.
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4. Numerical method

In this section, we derive operator compact implicit (OCI) method for the
initial value problem (11). Hence the numerical solution of the original problem
(1) can be obtained by combining this solution with the solution (13).

4.1. Operator compact implicit method. In the following, we derive OCI
method of order four for solving the initial value problem (11). To achieve that,
we rewrite it in the form

Lug(z) = ub(z) — b(x)ug(z) = F(x), (14)

where

LUy, = 2Ry ) =Q(F,_y),  Uny =9(0), (15)

where the operators R and @ are given by

+q;Fi-1. (16)

Sl

R(Us.

):1“2-)U0J.—7']1-U0].71 and Q(FF )—q]F +4q; ]:_'.7

1 1
2 2

It is worthwhile to mention that UO and L N Uo are approximations of ug and Luo,

respectively. The coefficients T ! and q]’” are to be functions of bJ7 bj 1,051
and h as we show later. Note that one of the coefficients in (16) must be taken as

a multiplicative normalizing factor, so that we consider the following condition

1

qf = positive constant, as h—0, 1<j<N. (17)

For simplicity of notation we use Bj = l;(:cj) and we also omit the subscript j in

i1

the quantities q;)’ 2
The local truncation error 7;_1 of (15) at x;_1 is defined in the form

2

when convenient.

2

Tj1= LNuo(x];%) —Q(Luo(xjfé)). (18)
For ug sufficiently smooth and using Taylor expansion, 7;_ 1 can be written in
the form
5
Tj_1 = TJQ_%uo(xj,%) + le_%ug(a?jf%) + T5 lu(() )(xj—§> + O(h®),
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where
1 ~ 1. -
Tg(‘)—% _E {’/‘? — 7”]1 + h(q?b] =+ qu bj_% + q}bj_l)} s
1 1 - -
Ty =3 [T? +rj = 2q) +qf + ;) +h(dfb; - q}bj_l)],
hh—1 _ 2 N (19)
;“7% = kE0 [7"? + (—=1)k 17*]1- — 2k Z(fl)k(l — i)k 1qj2
=0
2 i~
— B> (DR —i)kg? j,%} k=23,4,5.
i=0
The sufficient condition for the order of the local truncation error Tl is given

in the following lemma.

Lemma 4.1. For the implicit method (15) and (16), a sufficient condition for

Ti_1 = O(h*) is that Tf_l = O(h*) for k =0,1,2,3. Furthermore, if (15) and
2

(16) are normalized according to (17). Then T;_
than 4.

Proof. The proof of the this lemma is similar to that of Theorem 1.1 in [16] . O

1 has formal order no larger

Here, we construct the method (15) and (16) by the following conditions

T;L% =T, , = (20)
Tf =00, k=23, j=1,2,...,N. (21)
2
Using (19) and the above conditions, we obtain
h 1.
2 _ 1 0 2
iy = g(4qj —dg; +ha; bﬁ%)?
(22)

h? 1
3 _ 1 0 s
ijé_ﬂ(—2qj—2qj+q;), j=1,2,--- N.

,1

1
Now, we define q;)’z as polynomials in h at each mesh point i1, j o=

1
1,2,..., N, and for simplifying the notations, the index j in q?’Q’l will be

dropped.
2
=24
k=0

Substituting (23) into (22) and imposing (21), we get

k. i=0,1,2. (23)

[SIEY
ESVS

q

W=2 4 =8 @=2 d=b d=-b s d=ad=d¢=¢=0
Then, the method is defined in the form
Uoy = B,
L (24)

~ 1 - ~ i
Un, . = = [0, = h(afFs + 4] Fy_y + a} i) | 5= NN =1, 1,
J
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where
g} =2—hb;_1,
qj% 8,
g =2+hb;_1, (25)

r} =12 —4hb;_1 + hbj(—2 + hb;_1),

Nl

4.2. A numerical solution for problem (11). In order to obtain the numer-
ical solution for the problem (11), we apply the OCI method (15) and (16) on
a specially designed mesh. The presence of shift parameter makes the problem
(11) difficult. To overcome this difficulty, the mesh is designed in such a way
that the terms containing shifts lie at the mesh points after the discretization.
In what follows, we consider the following uniform mesh on €:

Qn ={z; =jh, j=0,1,...,N}, h:N’
J . e .

and we suppose that No = —N, where Ny is a positive integer, i.e., zn, = 0.

Thus, the OCI method (15) and (16) for the initial value problem (11) is defined

as follows

Uy =B,

n ]- n o i~ I .
o J (26)
UON =(0),
" 1 " - 1. ~ .
Uéj—)l o E [T?Uoj) o h(q?Fj + qu Fj—% + qjl'Fj_l)}’ J=N{E=DNo+1,
where
7o @) — @)U (@5) - d(2)T5" ()
! a(x;) 7
¢($ - 6)7 x € [ij_l,l'j], .] = 1(1)N07
O (@) = Pol@Us)2 vy o+ PRIV oy + Pa@UR s+ PV 0
€ lzna;],  §=No+1(DN, @7
Po(@)Us) 3, + Pr@)US, o) + Pa@)Ug ) + Ps@)Ug) o)
U2(n)(x) = HAIS [l’jfl,l'j}, ] = 1(1)N - NO,

7/’(954‘5)’ T e [1»’]'—1,1’]'], .] =N — No+ 1(1)N7

and
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Pufa) = 55 (1 - L %)2) )

P1<x>:mjhm(” oh )(1 thj) (28)
PQ(x): (1+ )(1 33—3’/‘] )7 |

Pa(e) = =g (H oh )(H )

B is the value of (26) for Uy ~o- The above process is to be repeated with

suitable initial value (9 until the profiles stabilize in both regions. For compu-
tational purposes, the iterative process stops at the nth iteration if any one of
the following conditions is satisfied:

B — g <€, or U — UV < €
where £ is a given tolerance.

4.3. A numerical solution for problem (1). A numerical solution for the
original problem (1) is given by

Uo, + (60) ~ Uog) exp (22 o << v - o,

Uj =1 Uo; + (UG = U )exp(fa(m’wx””*”‘)), N —No <j<No, (29)

ON—nNg ON—Ng c
—a(TNg )% Ny

UOj + (U(()VZ\L];U U(n) ) p< .

) No<j<N.

5. Error estimate

Lemma 5.1. Let a,b,c and f be sufficiently smooth functions. Then the zero-
order asymptotic approximation @ given in (10) of the solution u for the problem
(1) satisfies the following

lu — 4l < Ce, (30)

where C' is a positive constant independent of €.

Proof. Following the method of proof that is done in [2] on the intervals [0, £ —
0], [¢ — 0,9] and [4, £] yields the desired estimate. O

Denote by o(x) the error of the piecewise cubic interpolation for u(x) defined
as
3
o(w; — 0h) = u(z; — 0h) = > Pr(0)u(xjih—2), 0€[0,1], 1<j<N,
k=0
Define

ol = max [o(@)l, M = max ij ! P—sup{Z\Pk )l, 0 € 0,11},

oLzt 1<jKN
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Theorem 5.2. Let a,b,c,d and f be sufficiently smooth functions and satisfy
the condition

b(z)/a(x) > b* > KP, K= max {||c/al, ||d/all }. (31)

Then the numerical solution Uy given in (26) to the solution ug of the problem
(11) exists and the following error estimate holds:

D P
Fl|| < —||r||+ (DK 4+ 1)||o||, where D=-——. 32
|E] < Tlrll + (D + D] e
In particular, the method (26)-(28) is convergent and the order of convergence
s four.

Proof. Let e(x;) = ug(x;) — Up,. Then, for 0 < j < N — Np and using (26), we
get

Mijd/a|

0
1B] < s (|5 uo(es) — U, | + =15
T |rj\

h
* * e
1<i<No [uo ;) Uoj|) + ] [iallB

It is clear that, if 2} = z; + 6 > ¢, then |ug(z}) — Ug | Otherwise,

= 0.
S (xi—1, ;] for some Ny +1 < i < N. Thus, zj =x; —6h,0< 0 <1. Using
the cubic interpolation, we get

3 3
|U0(.T;) - Ugj| S’Uo(.r;) - Z Pk(e)uoi#»ku’ + ‘ Z Pk(a)(uoiﬁ»ku - U0i+k—2)|
k=0 k=0

<P[|E[ +1lo]
Thus
r? h h -
1Bl < (|5]+ Z0) 1B + 20 (Mld/alllel + I71), s = MPd/al.
T |5 5]
Hence
h
11 < s (M1d/allo + 1)
3 1 _ 1,0 * h 1
Since |r;| — [rj| > hb*M > 0, we have e < Sy Therefore,
we get
121 < 5 (Ia/allol + 711 ) (33)
b* — Pl|d/al| M
Similarly, we have
1
’|E’|<W||T||» N — Ny <j < No,

1 1
Fl{ ——— caa—l—T), Nog <j<N.
121 < 5 (levalliel + 5l )<
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From the condition (31) and using (33) and (34), we have

1 1
S 05 v <Js N
12l < 7 (Klloll + M||T|>, 0<j<N (35)
To obtain a bound on e(x), we observe that
le(x; — 0h)| < P||E|| + |lo]. (36)

Let D = KB then the above inequality together with (35) complete the
proof. O

Remark 5.1. Note that, in the error estimate (32), ||7| = O(h*) and ||o| =
O(h%*). Therefore, it follows that

HUO — U()H < Ch4 (37)

Theorem 5.3. If u is the solution of the original problem (1), and U is the
numerical solution given in (29). Then we have

lu = Ull < C(e +h),
where C' is a positive constant independent of € and h.

Proof. Let & = ug 4+ vy be the asymptotic approximation to the solution of
problem (1). Then using Lemma 5.1, we have

[u—al < Ce. (38)
On the other hand, for 0 < j < N — Ny, we have
Uj = Uo, + Vo,

where Uy, is the numerical solution of problem (11) obtained by the OCI method
(26)-(28), and Vo, defined as

a(O)mj

VOj = (¢(0) - Uoo)e_ c

Hence, using triangle inequality, we get

a(0)z;

|@(z5) — Uj| = |uo 4+ vo — (Uo + Vo)| < |(uo — Uo) + (Uoy — u0(0))e™ =

a(0)x;
< C’h4|1 —e | (using (37)) (39)
< Ch'.
Similarly, one can conclude that

|’L~L(£Ej)—Uj| <0h4, N_NO <j<NO;
li(z,) — Uj| < Ch4, No <j<N.

Combining (38) with (39) and (40), we obtaine
lu = Ul < flu = al| + [|& - UJ| < C(e + A%
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6. Numerical results

In this section, we present several numerical examples to illustrate the appli-
cability and efficiency of the proposed method, we consider the boundary value
problem of singularly perturbed differential difference equations with the left
end and the right end boundary layer.

For given value of IV, the maximum absolute error is calculated as follows

EYN = N —U;
o%ZXN lu(z;) — Ujl,

where u is the exact solution and U is the numerical solution. In the case of the
exact solution is not known, the maximum absolute error and the corresponding
rate of convergence are evaluated using the double mesh principle [2]

~ EN

EYN = max |UN —U?Y| and # logz( )

0N Y J E2N

Example 1 ([1]). Consider the constant coefficient problem with left boundary
layer

3
() + 1280/ (z) + 0.25u(z — 1) = 0.25(z — 1), =z € (0, 5),
subject to the interval and boundary conditions

3
u(x) =z, -1<x<0, u(7> =2.

The exact solution is given by

1 (exp (=128z) — 1) x € [0,1],
16
u(z) = co + C3 exp( 13893) + = é) E(I;U
et (14 exp (M)) el ),

where
((62 — 64e — 2% + 211) exp (%) —€ ) exp (l)

256((21° — 32+ ¢) exp (2£2) — (324 &) exp (£28) — 219)’

I £
e =g~ (14 5w )en
2

128 € 128
c3 = (1—1—2 exp( 5—: ))Cl_ﬁe){p(7)'

Example 2 ([18]). Consider the constant coefficient problem with right bound-
ary layer

Cc1 =

eu’(x) — 3u'(z) +u(z — 1) = 0, z € (0,2),
subject to the interval and boundary conditions

u(z) =1, —-1<x<0, u(2) = 2.



498 A. A. Salama and D.G. Al-Amery

TABLE 1. The maximum absolute errors EN for Example 1.
N | e=1072 | e=10"*| e=10"% | e=10"%
150 | 5.351E—07 | 5.351E—9 | 5.351E—11 | 5.298E—13
300 | 5.351E—07 | 5.351E—9 | 5.351E—11 | 5.338E—13
600 | 5.351E—07 | 5.351E—9 | 5.351E—11 | 5.351E—13

1200 | 5.351E—07 | 5.351E—9 | 5.351E—11 | 5.360E—13

2400 | 5.351E—07 | 5.351E—9 | 5.351E—11 | 5.325E—13

The exact solution is given by

Lter(exp (2) ~1) + 5, e 0,1,
MO et o R g (1 e (52))
rew (M) [E 3oyt B (1o (2), el 2]
where
BEE e
3 —dexp (3°) =) —exp(22))’

Example 3 ([18]). Consider the variable coefficient problem with right bound-
ary layer

—eu” (x) + (x + 10)u' () —u(x — 1) = z, z € (0,2),
subject to the interval and boundary conditions
u(z) =2z, —-1<z<0, u(2) = 2.
The exact solution is not known.

Example 4 ([5]). Consider the variable coefficient problem with left boundary
layer

eu(x) + (1 + 2?)u' (z) — (2% + 3)u(x) — (1 + 2%)u(z — 0) + (2 + z)u(z + 6) = 1,

x € (0,1),
with the interval conditions
u(z) =0, —-d<z<0, ulz)=1, 1<z<1+4.

The exact solution is not known.
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TABLE 2. The maximum absolute errors EN for Example 2.

N | e=10"2 | e=10"* | e=10"% | e=10"8
100 | 3.620E—04 | 3.630E—06 | 3.630E—08 | 3.630E—10
200 | 3.620E—04 | 3.667E—06 | 3.667TE—08 | 3.667E—10
400 | 3.620E—04 | 3.685E—06 | 3.685E—08 | 3.685E—10
800 | 3.620E—04 | 3.694E—06 | 3.694E—08 | 3.694E—10
1600 | 3.621E—04 | 3.699E—06 | 3.699E—08 | 3.698E—10

TABLE 3. The values of EV and #V for Example 3.

€ N=64 | N=128 | N=256 | N =512

107! | 8.25E—12 | 5.58E—13 | 3.63E—14 | 2.36E—15
3.89 3.94 3.94

1072 | 8.43E—12 | 5.78E—13 | 3.77TE—14 | 2.44E—15
3.87 3.94 3.95

1075 | 8.43E—12 | 5.78E—13 | 3.77E—14 | 2.44E—15
3.87 3.94 3.95

10710 | 8.43E—12 | 5.78E—13 | 3.77TE—14 | 2.44E—15
3.87 3.94 3.95

1071 | 8.43E—12 | 5.78E—13 | 3.77TE—14 | 2.44E—15
3.87 3.94 3.95

10720 | 8.43E—12 | 5.78E—13 | 3.77TE—14 | 2.44E—15
3.87 3.94 3.95
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7. Conclusion and discussion

Boundary value problem for second order singularly perturbed differential
difference equations of mixed type having a boundary layer at one end (left or
right) point is considered. To obtain an approximate solution for such type of
problems, a mixed asymptotic-numerical method is proposed. In this method,
the outer solution which corresponds to the reduced problem is solved numer-
ically using OCI method while the inner solution is obtained analytically by
making use of suitable stretching variable. Both cases, when the boundary layer
occurs in the left and in the right side of interval are studied. The proposed
method is analyzed for convergence, and the error estimate is also discussed.

The maximum absolute errors Ey for different values of € and N for Examples
1 and 2 are represented in Tables 1 and 2, respectively. The maximum absolute
errors En and the corresponding rates of convergence 7y for different values of



A. A. Salama and D.G. Al-Amery

TABLE 4. The values of EY and 7V for Example 4 when § = 0.5.

€ N=64 | N=128 | N=256 | N =512 | N =1024

10~! | 3.06E—09 | 1.93E—10 | 1.21E—11 | 7.59E—13 | 4.71E—14
3.99 4.00 4.00 4.01

1072 | 3.06E—09 | 1.94E—10 | 1.25E—11 | 7.92E—13 | 4.90E—14
3.98 3.96 3.98 4.02

107° | 3.06E—09 | 1.94E—10 | 1.25E—11 | 7.92E—13 | 4.90E—14
3.98 3.96 3.98 4.02

10710 | 3.06E—09 | 1.94E—10 | 1.25E—11 | 7.92E—13 | 4.90E—14
3.98 3.96 3.98 4.02

10715 | 3.06E—09 | 1.94E—10 | 1.25E—11 | 7.92E—13 | 4.90E—14
3.98 3.96 3.98 4.02

10720 | 3.06E—09 | 1.94E—10 | 1.25E—11 | 7.92E—13 | 4.90E—14
3.98 3.96 3.98 4.02

TABLE 5. Comparison of maximum absolute errors for Example

1 with [1].
Method No e=2"2 e=2"4 =28 e=2"12 e=2"16
Method in [1] 128 | 1.437E—05 | 2.341E—05 | 2.655E—05 | 2.674E—05 | 2.675E—05
Present method 1.339E—05 | 3.345E—06 | 2.090E—07 | 1.307TE—08 | 8.165E—10
Method in [1] 512 | 1.096E—06 | 3.594E—06 | 6.480E—06 | 6.676E—06 | 6.688E—06
Present method 1.336E—05 | 3.345E—06 | 2.090E—07 | 1.306E—08 | 8.165E—10

TABLE 6. Comparison of maximum absolute errors for Example
3 for e = 276 with [18].

Method N =64 N =128 N = 256 N =512 N =1024
Method in [18] | 2.647TE—03 | 8.394E—04 | 2.583E—04 | 8.025E—05 | 2.432E—-05
Present method | 8.432E—12 | 5.780E—13 | 3.765E—14 | 2.442E—15 | 5.829E—16

¢ for Examples 3 and 4 are shown in Tables 3 and 4, respectively. The numerical
results in these tables show that the proposed method is e-uniformly convergent.
Also, from Tables 1 and 2 the maximum absolute error between the numerical
solution and exact solution stabilizes as € — 0 for each N. While the maximum
absolute error Ey stabilizes and decreases rapidly with increasing N for each
value of ¢ as indicated in Tables 3 and 4. Also, it can be observed that the rate
of convergence is independent of the value of £ and . Comparisons in maximum
absolute errors for problems in Examples 1 and 3 with the existing methods
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are presented in Tables 5 and 6. It is clear that the present method is robust
with respect to the perturbation parameter and that our results are much better
than the previous ones. The method presented here is very simple to implement,
and with a little modification can be extended to high order SPDDEs and other
types of differential difference equations like problems with discontinuous source
terms and evolution equations.
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