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Abstract 
 

Establishment of trust is important in wireless sensor networks for security enhancement and 
successful collaboration. Basically, a node establishes trust with other nodes by estimating a 
trust value based on monitored behavior of the other nodes. Since a malicious/misbehaving 
node might launch different attack strategies and might demonstrate random misbehavior, a 
trust estimation method should be robust against such attacks and misbehavior. Otherwise, the 
operation of trust establishment will be meaningless, and performance of an application that 
runs on top of trust establishment will degrade. In this paper, we propose a robust and novel 
trust estimation method. Unlike traditional trust estimation methods, we consider not only the 
weight of misbehavior but also the frequency of misbehavior. The frequency-of-misbehavior 
component explicitly demonstrates how frequently a node misbehaves during a certain 
observed time period, and it tracks the behavior of nodes more efficiently, which is a main 
factor in deriving an accurate trust value. In addition, the weight of misbehavior is 
comprehensively measured to mitigate the effect of an on-off attack. Frequency and weight of 
misbehavior are comprehensively combined to obtain the trust value. Evaluation results show 
that the proposed method outperforms other trust estimation methods under different attacks 
and types of misbehavior. 
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1. Introduction 

Trust establishment is one of the recent research trends in many fields, such as e-commerce, 
web-based services, peer-to-peer networks, and wireless networks. Recently, different trust 
establishment (TE) methods, technologies and mechanisms, such as fuzzy logic [1-2], 
bio-inspired [3-4], deterministic- and probabilistic-based approaches [5-9] have been 
proposed for wireless sensor networks (WSNs). In general, TE can be used in WSNs for two 
purposes: cooperation improvement and security enhancement [5-8]. Cooperation of sensor 
nodes in WSNs is vital to maintaining operation of the network [10].  From this perspective, it 
is important to maintain successful collaboration among sensor nodes. Successful 
collaboration is assured only when all nodes operate in a trustworthy manner [5-7]. TE 
maintains successful collaboration by detecting trustworthy and untrustworthy nodes, and 
evaluating them based on their behavior/performance. Moreover, because WSNs are usually 
deployed in remote and unattended areas, and nodes often lack tamper-resistant hardware, 
they can be captured physically and easily compromised. Once a node is compromised, 
security techniques like cryptography and authentication fail to protect the network. Thus, TE 
can continuously monitor and evaluate node behavior and detect such compromised nodes.  

The core of trust establishment is trust estimation. Basically, trust is periodically estimated 
based on the numbers of good and bad behavior recorded during a certain time interval in the 
WSN [3-9]. In addition, the number of good and bad behavior during previous time intervals 
are added, but with a forgetting factor [3-9]. The proportion of number of bad behaviors to the 
number of good and bad behavior determines the rate of misbehavior. Measured rates of 
misbehaviors in current and previous time periods are combined to obtain the weight of 
misbehavior. Hence, if the weight of misbehavior is high, then the trust value will be low; 
otherwise, it will be high. Thus, the trust value is derived solely based on the weight of 
misbehavior. This method cannot evaluate node misbehavior correctly, because the frequency 
of misbehavior is not considered in the trust estimation. Hence, according to traditional trust 
mechanisms, if the weight of misbehavior is low, even though the node misbehaves for a long 
time, its trust value will always be high. However, it is important to detect such misbehavior in 
WSNs because many nodes are stuck malfunctioning due to faults in software and hardware 
[8]. Moreover, considering only the weight of the misbehavior in trust estimation does not 
cope with a malicious node’s different strategies to trick the trust establishment scheme. In 
order to detect persistent misbehavior, we previously proposed a trust estimation method that 
estimates a trust value based on aggregate misbehavior over time [11]. Even though it can 
efficiently track and evaluate persistent misbehavior, it cannot explicitly show how frequently 
a node is misbehaving. Another way to trick trust establishment is to use an on-off attack. 
Although this type of attack can efficiently compromise the operation of trust establishment, 
many trust establishment schemes do not consider it [1-4, 6, 8]. The nature and type of on-off 
attack make it difficult for a trust mechanism to detect the attack. In an on-off attack, there are 
two states: on and off. During the on state, the malicious node misbehaves; thus, the trust 
mechanism detects the number of bad behavior and records them. On the other hand, during 
the off state, the malicious node behaves well and the trust mechanism detects the good 
behavior and records it. Then, the trust mechanism takes the proportion of the observed good 
and bad behavior, and combines it with a previous proportion weighted by a forgetting factor. 
In this case, a smart attacker can manipulate the number of good and behavior; that is, it can 
keep the bad behavior low to get a higher trust value and not be detected. Moreover, an 
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attacker can change the on-off attack strategy by regulating the duration of on and off states 
and the number of bad and good behavior during the attack, based on weak points of the trust 
mechanism. To combat an on-off attack, one of the prominent methods is to regulate the 
forgetting factor [5, 9, 11, 12]. The idea behind such an approach is to slowly erase the 
previous bad behavior, compared to good behavior, so the malicious node gets fewer chances 
to misbehave/attack. Although this method can mitigate the effect of an on-off attack, it cannot 
detect it efficiently, as our evaluation results show. 

In this paper, considering the aforementioned problems and shortcomings of our previous 
work, we propose a novel and lightweight solution. We propose considering frequency of 
misbehavior in the trust estimation as a new component. To the best of our knowledge, this is 
the first trust mechanism that considers frequency of misbehavior along with the weight of the 
misbehavior to estimate a trust value for a node. The frequency-of-misbehavior component 
can efficiently deal with persistent and random misbehavior. Frequency of misbehavior is 
measured during a certain time interval, tk, which is further divided into several equal time 
units. Each time unit is defined either as an off or an on period, based on the rate of 
misbehavior. If the rate of misbehavior during time unit j is above a certain threshold, then 
time unit j is counted as an on period. Otherwise, it is counted as an off period. In this way, the 
number of on and off periods is determined during the tk period. Then, the frequency of 
misbehavior is estimated by dividing the number of on periods by the sum of on and off 
periods. In order to update the measured misbehavior frequency, a sliding time window is used. 
After each Δ time period, the time window slides to the right, dropping the first time unit and 
adding another time unit at the end of the window. Moreover, after each Δ time period, the 
weight of the misbehavior is estimated by combining measured misbehavior in the current and 
previous time units. Hence, after each Δ time period, the trust value is estimated based on the 
measured frequency and weight of the misbehavior. Employing a misbehavior-frequency 
component assists in explicitly stating how frequently a node is misbehaving and improves 
on-off attack detection. Moreover, it enables detection of persistent malicious nodes, 
regardless of their rate of misbehavior.  

We prove the correctness and efficiency of our proposed method through comprehensive 
performance evaluations. Evaluation results show that the proposed method can detect many 
kinds of persistent misbehavior. Moreover, under different scenarios of the on-off attack, the 
proposed method demonstrates a more balanced and higher detection rate compared to 
previously proposed schemes.  

The remainder of this paper is organized as follows. In Section 2, we present an overview 
of related work. Section 3 describes the proposed trust establishment method. Evaluation 
results of the proposed scheme are provided in Section 4, and finally, Section 5 concludes the 
paper. 

2. Related Work 
Trust establishment schemes for WSNs can be divided into the following groups based on trust 
estimation method [13]: 
• Probabilistic 
• Fuzzy logic  
• Weighting  
• Miscellaneous 
Below, we present some representative TE schemes. 



1532                                       Ishmanov et al.: A Novel Trust Establishment Method for Wireless Sensor Networks 

Shaikh et al. [6] proposed one of the earliest comprehensive TE schemes, called the 
group-based trust management scheme (GTMS) for clustered wireless sensor networks. The 
scheme works at three levels: the node level, the cluster head level, and the base station level. 

At the node level, nodes estimate a trust value for other nodes using a time-window 
mechanism. The main objective of a time window is to record information and forget previous 
information. After each Δ period, node x estimates the trust value of node y based on recorded 
information in time window tk. As the example in Fig. 1 shows, after each Δ period, the time 
window slides to the right, recording recent information and forgetting information recorded 
earlier. The time window in Fig. 1 consists of three time units (L=3), with Sx,y and Ux,y being 
the good and bad behavior of node y observed by node x within time window tk. 
 
 
 
 
 
 
 

 
 

 
 
 
 
 

Fig. 1. Example of the time-window mechanism. 
 

Using the information in the time window, the trust value of node y per node x is estimated as 
follows [6] : 
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where [] is the nearest integer function, Sx,y is the total number of successful interactions by 
node x with node y during time tk, and Ux,y is the total number of unsuccessful interactions by 
node x with node y during time tk. After estimation of the trust value, a node will quantize trust 
into three states in the proposed mechanism: trusted, uncertain, and untrusted. 

Advantages of this scheme are that it is lightweight and energy-aware, both of which meet 
the requirements of WSNs. Furthermore, the authors proved that GTMS is resilient against 
cheating, bad behavior, and group attacks, under the assumption that the number of 
unsuccessful interactions is equal to, or more than, the number of successful interactions. 
However, this may not always be true, because an attacking node usually attempts to avoid 
detection as much as possible. Moreover, the time window is not resilient enough to counter an 
on-off attack. 

A trust management scheme called the lightweight and dependable trust system (LDTS) 
for clustered wireless sensor networks was proposed [14], which is similar to GTMS [6]. The 
major difference between GTMS and LDTS lies in the trust estimation method and the 
feedback estimation and collection method. Specifically, trust is estimated as follows  [14]: 
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where Sx,y and Ux,y are the numbers of good and bad behaviors observed by node x about node 
y. ,( )x yu  is to strictly control increases in bad behavior. The trust value approaches 0 rapidly 
with an increase in the number of bad behavior. Thus, it is also used to defend against an 
on-off attack. Moreover, the authors proposed using a feedback aggregation method, which is 
robust against a bad-mouthing attack. However, the computational overhead of the feedback 
aggregation method was not considered. 

Maturity-based trust management for mobile ad hoc networks was proposed by Velloso et 
al. [15]. The relationship maturity concept was introduced to improve the quality of trust 
evaluation in the presence of mobility. According to the concept, recommendations by 
long-term neighbors are given more weight than recommendations by short-term neighbors. 
The trust level of node y is estimated by node x by combining observation-based trust with 
recommendations, as follows [15]: 
 
 
 
where 𝑄𝑄x(𝑏𝑏)  is an observation-based trust value from node x about node y, and 𝑅𝑅x(𝑏𝑏) 
represents the aggregate value of recommendations from all neighbors. The variable 𝛼𝛼 
provides a relevant weight to each factor. Qx(𝑏𝑏) is defined as follows [15]: 

 

 
where 𝐸𝐸x and 𝑇𝑇x are currently and previously obtained trust values. The variable 𝛽𝛽 provides the 
necessary weight to each trust value. 

Moreover, a recommendation exchange protocol to efficiently manage recommendation 
exchanges is proposed. It includes three messages: a Trust Request (TREQ) message, a Trust 
Reply (TREP) message, and a Trust Advertisement (TA) message. TREQ is used to request 
recommendations from neighbors about a target node. Neighbors of the target node reply with 
a TREP after waiting a random period of time, 𝑡𝑡𝑅𝑅𝐸𝐸𝑃𝑃. The goal of 𝑡𝑡𝑅𝑅𝐸𝐸𝑃𝑃 is to avoid collisions 
and to wait for other TREQs. TA is used to inform neighbors about a rapid change in the trust 
value of a certain node during a trust update. 

Even though this method has advantages, such as improving trust estimation in a mobile 
environment, the proposed scheme does not include protection against on-off and 
bad-mouthing attacks. Since these attacks have a direct influence on estimated trust values, not 
considering their influence leads to incorrect decisions. 

One recent trust establishment scheme, attack-resistant and lightweight trust management 
for medical sensor networks (ReTrust), was proposed by He et al. [9]. Similar to work by 
Shaikh et al. [6], the He et al. proposal also works based on a clustered network. The entire 
network is divided into cells in which each cell has member nodes and one manager node. In a 
cell, node x calculates a trust value for node y using a time window as follows [9]: 
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where α scales the range of the trust value, and L is the number of units in a time window. The 
authors introduced an aging-factor parameter, 𝛽𝛽𝑗, which is different for each time unit j in the 
window. 𝛽𝛽𝑗  is defined as 𝛽𝛽𝑗 = 𝜑𝐿−𝑗, where 0<φ<1. 𝑝𝑗 is a successful interaction rate, which 
is estimated as follows [9]: 
 

 

 
where Sj and Uj are the number of successful and unsuccessful interactions, respectively, 
during the jth unit of the time window.  
 

Using the time-window mechanism along with the proposed comprehensive aging 
mechanism makes the trust estimation method robust against an on-off attack. However, like 
traditional trust estimation methods, ReTrust also does not consider continuity of misbehavior.  

Another interesting trust model was proposed for peer-to-peer (P2P) networks by Han et al. 
[16]. This trust model is built by considering the status and reputation of a peer. The status of 
the peer is derived by weighting the topological potential of the peer. The details of the status 
derivation are given [16]. Trust of the peer is estimated as follows [16]: 

 

 
where ( )Cr u , ( )uCr C , and ( )R u  are accumulative credential, the credential of the 
community, and a recommendation credential for peer u, respectively. Although context of the 
trust model is different from wireless sensor networks, the idea of a community credential and 
its estimation method can be used for the sensors.  

Table 1 demonstrates a summary of the above-mentioned trust schemes in terms of trust 
estimation method. As we can see, all trust estimation methods deal with a proportion of the 
numbers of good and bad behavior, which is a weight of misbehavior. Hence, usually the 
numerator and denominator of the trust estimation equation represent the number of good 
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Table 1. Summary of trust establishment schemes. 
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rapidly with an increase in 
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Han et al. [16]  
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( )Cr u is a cumulative 
credential of peer u. 

( )uCr C is a credential of the 
community. 

( )R u is a recommendation 
credential for peer u. 

 

3. Novel Trust Establishment Method 

3.1 Assumptions 
We assume the following: 

• All nodes have unique identities, and authentication methods are used to defend 
against using a fake ID.  

• Nodes are static. 
• Nodes can observe activities of other nodes within communication range. For example, 

a node can overhear its neighbors’ transmissions, and in this way, can detect whether 
the node is forwarding or dropping packets. 
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• A malicious node misbehaves intelligently; that is, it tries to maintain its trust value in 
the trusted zone while attacking the network.  

3.2 Trust estimation method 
Trust is calculated based on either observations or recommendations. In order to calculate an 
observation-based trust for the node, two factors are considered: frequency and weight of the 
misbehavior. Frequency of misbehavior shows how frequently the node misbehaves during a 
certain time interval. We use a time-window mechanism to estimate frequency of misbehavior. 
It is measured based on the number of on and off periods during the 𝑡𝑡𝑘 period. Time window 
𝑡𝑡𝑘 has several time units. Each time unit j is defined as either an on or an off period based on 
the rate of misbehavior in time unit j as follows: 
 
 
 
 
where 𝑟𝑗 is the rate of misbehavior in time unit j, which is 𝑟𝑗 = 𝑈𝑗

𝑆𝑗+𝑈𝑗
 , 𝑆𝑗 and 𝑈𝑗 are good and 

bad behavior in time unit j, respectively, and 𝜃  is the threshold value. 𝜃  is an 
application-specific or network scenario–specific parameter. The purpose of this parameter is 
to avoid the effect of the network’s condition on trust or on accommodating the application’s 
needs. For example, if trust establishment is applied in routing, and trust is estimated based on 
the number of forwarded and dropped packets, then dropped packets due to channel condition 
or collisions should not affect the trust value. Hence, if the rate of misbehavior is greater than 
a certain threshold 𝜃, then time unit j is defined as an on period. Otherwise, it is considered an 
off period.  
After defining all the time units as either an on or off period within the 𝑡𝑡𝑘 period, based on the 
number of on and off periods, the frequency of misbehavior is defined as follows: 
 
 
 
 
where 𝑜𝑡𝑘 and 𝑝𝑡𝑘are the number of on and off periods during 𝑡𝑡𝑘 . In order to update the 
frequency of misbehavior after each Δ time period, the time window slides to the right, 
forgetting information in the first time unit and adding information in the last time unit. A 
sample scenario of time-window usage to estimate frequency of misbehavior is illustrated in 
Fig. 2. According to Fig. 2, node x records observations and estimates the frequency of 
misbehavior for node y. For the sake of simplicity, the threshold value is set to 𝜃=0, and the 
number of time units in the time window (L) is 3. As seen in Fig. 2, each time unit is defined as 
either an on or an off period, depending on the misbehavior rate. For example, in the first time 
period, there is no misbehavior (that is, the misbehavior rate is zero), so it is defined as an off 
period. Based on the number of on and off periods in each time window, the frequency of 
misbehavior is estimated for each, t1, t2, and t3.  
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Fig. 2. Misbehavior frequency estimation using a time-window mechanism. 

Then, the node’s status is determined according to  𝑓𝑡𝑘
𝑚 as follows for time window tk: 

 
 
 
 
 
 
A node is considered a persistent malicious node if all time units are found to be an on period; 
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malicious or an on-off attacking node. 
Next, the weight of the misbehavior is estimated, based on the rate of misbehavior in the last 
and previous time units as follows: 
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attack.  
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where β is a parameter to give a weight to the frequency and weight of misbehavior, which 
varies within the interval [0.5;1]. Depending on the application or performance requirements, 
different β values are assigned to each factor. For example, if the frequency of misbehavior is 
more important than the weight of misbehavior (instantaneous misbehavior) for some 
applications, then more weight is given to frequency of misbehavior. Hence, our scheme 
provides room for adaptability. afw is the average of the measured frequency and weight of 

misbehavior, which is defined as 𝑎𝑓𝑤 =
𝑓𝑡𝑘
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𝑚

2
. The objective of this equation is to 

emphasize both factors equally. Since the numerator of trust-estimation equation (9) allows 
control of the weight given to each factor, the denominator ensures that the effect of each 
factor is kept equal. After each Δ period, each node estimates three components: frequency 
and weight of misbehavior, and trust. Moreover, after each Δ period, the number of on and off 
periods is updated using the sliding time window. 

4. Performance Evaluation 
In this section, we evaluate and compare our proposed trust mechanism against earlier 
proposed schemes. The proposed scheme is evaluated and compared in terms of persistent 
malicious behavior and on-off attack detection. We compared our scheme with GTMS [6] and 
Retrust [9]. The former is one of the earliest comprehensive trust schemes for WSNs. The 
latter is one of the more recent comprehensive trust schemes.  

In all evaluations, values for system parameters such as trust threshold, forgetting factor, 
and number of time units in the time window were selected based on heuristics and values 
previously defined in the literature. For example, trust threshold is set to about half of the 
maximum trust value in the literature [6-7, 17-22]. Hence, in these references, the defined trust 
threshold is between 0.4 and 0.8. Yu et al. [17] suggested that the most intuitive trust threshold 
is 0.5 when the maximum trust value is 1. The optimal trust threshold according to a scenario 
defined by Bao et al. [22] is 0.6. The choice of value for the forgetting factor remains largely 
heuristic and depends on the strategy of trust establishment [17]. Since the forgetting factor is 
used mainly to combat an on-off attack, authors have used different values and different 
mechanisms to derive the value of the forgetting factor according to their own trust estimations 
and considerations [5-6, 18, 20]. Following the guidelines and suggestions from Sun et al. [5], 
we intuitively used a forgetting factor of 0.6. 

4.1 Impact of β parameter on misbehavior detection 
In this section, we demonstrate the impact of the β parameter on persistent and frequent 
misbehavior detection. Specifically, Fig. 3 shows estimated trust values with different β 
values under persistent misbehavior; that is,  𝑓𝑡𝑘

𝑚 =1. As we can see, when β is between 0.5 and 
0.7, all estimated trust values fall under the trust threshold, s=0.6, when the weight of 
misbehavior is between [0.1; 1]. It means that when β is between 0.5 and 0.7, the trust 
estimation method can detect almost all kinds of persistent malicious behavior. 
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Fig. 3. Impact of β on detecting persistent malicious behavior ( 𝑓𝑡𝑘

𝑚 =1) with different 
misbehavior weights. 

 
Fig. 4 demonstrates estimated trust values under a fixed misbehavior weight; that is,  𝑤𝑡𝑘

𝑚 =0.1, 
with different misbehavior frequencies. The reason for setting misbehavior weight at 0.1 is 
that a weight smaller than 0.1 can be negligible, and for values bigger than 0.1, detection will 
be obvious. As Fig. 4 shows, when the β value is between 0.5 and 0.7 and the frequency of 
misbehavior is between 0.5 and 1, the estimated trust values fall under the trust threshold. 
From Fig. 3 and Fig. 4, we conclude that the optimal β value is between 0.5 and 0.7, because 
the misbehavior detection rate is the highest in that case. 

 
Fig. 4. Impact of β on detecting frequent misbehavior with a fixed misbehavior weight 

( 𝑤𝑡𝑘
𝑚 =0.1). 
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4.2 Persistent misbehavior detection 
The misbehavior rate of a node is measured based on the proportion of the number of bad 
behavior to the total number of behaviors,  𝑟 = 𝑈

𝑆+𝑈
 , where U is the number of bad behaviors 

and S is the number of good behaviors. Thus, persistent malicious behavior means that 
measured misbehavior rate is always greater than the predefined threshold. The goal of the 
threshold is to avoid the effect of other factors on the estimated trust value. For example, if 
trust establishment is applied in routing, and trust is estimated based on the number of 
forwarded and dropped packets, then dropped packets due to channel condition or collisions 
should not be considered bad behavior. To emulate persistent malicious behavior and to 
demonstrate its detection, the parameters in Table 2 are used.  
 

Table 2. Parameters to emulate persistent misbehavior. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
For each time unit, the numbers of misbehavior and good behavior are generated in a random 
or fixed manner, and trust was estimated based on the numbers generated for misbehavior and 
good behavior. We compared our trust estimation mechanism with GTMS [6] and ReTrust [9]. 
Fig. 5 shows estimated trust values over time under persistent malicious behavior. For each 
time unit, the numbers of good and bad behavior are generated randomly at between 5 and 10 
and between 1 and 3, respectively. As we can see from Fig. 5, the trust value abruptly falls 
below the trust threshold at time 10 because, at the very beginning, misbehavior frequency 
( 𝑓𝑡𝑘

𝑚) is not included in the trust estimation because the length of the sliding time window 
equals 10Δ. Hence, trust values go down suddenly at time 10 when misbehavior-frequency 
information is added to estimate the trust value. Trust values fluctuate because of the different 
weights for misbehavior in each time period. Dynamicity of the trust values shows that our 
trust scheme also efficiently considers current status of the node. As Fig. 5 demonstrates, trust 
values in other schemes remain above the trust threshold, even though a node persistently 
misbehaves. 

Parameter Value 
Rate of misbehavior for each time unit Fixed from 0.2 to  0.3 

Random between 0.1 and 0.3 
 
Number of time units 

L=3  
L= 10 (for the proposed trust scheme) 

Trust and misbehavior frequency and 
weight estimation period 

Δ=1 

Trust threshold s=0.6 
Experiment time 50Δ 
Beta value β=0.7 
Forgetting factor α=0.7 (for all trust schemes) 
Threshold for rate of misbehavior 𝜃=0 
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Fig. 5. Persistent malicious behavior detection when misbehavior is random. 

 
Fig. 6. Persistent malicious behavior detection when misbehavior is constant. 

 
Fig. 6 shows persistent malicious behavior detection under fixed, measured misbehavior. Thus, 
the rate of misbehavior in each Δ period is fixed from 0.2 to 0.3. In Fig. 6, Proposed-0.2 means 
the performance of the proposed scheme under a fixed misbehavior rate of 0.2. Hence, the 
numbers of good and bad behaviors are generated as 8 and 2, respectively, for each time unit in 
the time window. As we can also see from Fig. 6, once misbehavior frequency information is 
added to trust estimation at time 10, trust values fall below the trust threshold and remain 
steady. As Fig. 6 demonstrates, trust values remain constant over time as the numbers of good 
and bad behaviors remain constant in each time unit. 
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4.3 On-off attack resilience 
In this section, we evaluate and compare our trust scheme under different on-off attack 
strategies. In an on-off attack, the goal of a malicious node is to remain undetected while 
attacking. Specifically, a malicious node attempts to ensure its trust value remains within the 
trustable level while attacking or misbehaving. Thus, sometimes it behaves well to increase 
the trust value and sometimes it attacks. Hence, an on-off attack consists of two periods: on 
and off. In an on period, it misbehaves, or attacks, and during the off period, it either stops 
doing anything or only behaves well.  
To emulate the behavior of an on-off attack node and to evaluate the proposed trust scheme 
under an on-off attack, we used the parameters in Table 3.  
 

Table 3. Parameters to emulate an on-off attack. 

 
To make the emulation more realistic and fair, we use three different strategies for on-off 
attacks. In the first strategy, a malicious node intends to attack more but decreases the weight 
of the misbehavior so it is not detected while attacking. In other words, frequency of the 
misbehavior increases but the weight of the misbehavior decreases. So, in this strategy the 
probability of an on period is set to 0.6, and the good and bad behavior incidents number 
between 8 and 10 and 4 and 6, respectively, during on periods. Moreover, on and off periods 

Parameter
 

Value 
Probability of an on period 0.6, 0.4, and 0.2 
Probability of an off period

 
0.4, 0.6 and 0.8 

 
 
 
 
Good behavior 

On period: Randomly generated 
between: 

0.6 8 to 10 

0.4 8 to 10 

0.2 8 to 10 

Off period: Randomly generated 
between: 

0.4 8 to 10 
0.6 8 to 10 
0.8 8 to 10 

 
 
Bad behavior 

On period Randomly generated 
between: 

0.6 4 to 6 
0.4 6 to 9 
0.2 12 to 18 

Off period In all cases, zero 
Number of time units L= 3 (for other trust schemes); L= 10 (for the 

proposed trust scheme) 
Trust and misbehavior frequency and 
weight estimation period 

Δ=1 

Trust threshold s=0.6 
Experiment time 100Δ 
Weight parameter β=0.7 
Forgetting factor α=0.7 
Threshold for rate of misbehavior 𝜃=0 
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are randomly distributed over time. In the second strategy, a malicious node intends to attack 
fewer times, but it increases the weight of the misbehavior during an on period. So, in this 
strategy, the probability of an on period is set to 0.4, and the numbers of good and bad 
behaviors are generated between 8 and 10 and 6 and 9, respectively, during an on period. 
Finally, in the third strategy, a malicious node increases the weight of the misbehavior during 
an on period, but decreases the number of on periods. Hence, the probability of an on period is 
set to 0.2, and the numbers of good and bad behaviors are generated between 8 and 10 and 12 
and 18, respectively, during an on period. In all three strategies, the number of good behavior 
is generated randomly at between 8 and 10, and the number of bad behavior is always 0 during 
an off period. The trust value is estimated after each time unit, and if an estimated trust value 
falls below the trust threshold, the node is considered untrustworthy for that period. To find the 
average detection rate of the attack, the sum of the number of untrustworthy time is divided by 
the total experiment time. As Fig. 7 shows, the detection rate is the highest in our proposed 
scheme, because frequency of the misbehavior is the highest among the three strategies. 

 
Fig. 7. On-off attack detection (probability of an on period is 0.6). 

 
Fig. 8. On-off attack detection (probability of an on period is 0.4). 

 
In Fig. 8, when the frequency of misbehavior decreases to 0.4, our scheme outperforms the 
other two schemes. However, Fig. 9 shows that ReTrust outperforms the others when the 
number of bad behaviors is the highest and the number of on periods is the least among the 
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three strategies. An important observation from these three types of evaluation is that, even 
though the total number of bad behavior in the three strategies is similar (that is, they are about 
300), detection rates differ much more in the traditional schemes. For example, in Fig. 8 the 
detection rate is very low, whereas in Fig. 9, it is medium under the other two schemes. With 
our scheme, the detection rate remains between 76 and 31. 
 

 
Fig. 9. On-off attack detection (probability of an on period is 0.2). 

5. Conclusion 
In this paper, we propose a novel trust establishment scheme. Unlike traditional trust schemes, 
the proposed trust scheme considers frequency of misbehavior to estimate trust values, which 
allows efficient tracking of node behavior. To the best of our knowledge, this is the first trust 
establishment scheme that considers misbehavior frequency in trust estimation. It can 
explicitly demonstrate how frequently a node misbehaves within an observed period. Such a 
property is important in wireless sensor networks, because sensor nodes are often stuck 
malfunctioning, which can be efficiently detected by the proposed trust scheme. Evaluation 
results demonstrate that the proposed scheme can detect all kinds of persistent misbehavior. 
Moreover, under different on-off attack strategies, the proposed scheme demonstrates stable 
and higher detection rates compared to other trust mechanisms. 
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Appendix 
 
Table 1. Definitions of notations. 
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