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ABSTRACT 

Purchase dependence is a frequent phenomenon in retail shops and is characterized by the purchase of certain items 
together due to their unknown interior associations. Although this concept has been significantly examined in the 
marketing field (e.g. market basket analysis), it has largely remained unaddressed in operations management. Since 
purchase dependence is an important factor in designing inventory replenishment policies, this paper demonstrates the 
means of applying it to the partial backordering inventory model. Through computational analyses, this paper com-
pares the performance of inventory models that either consider or ignore purchase dependence; the results demonstrate 
that inventory models that ignore purchase dependence incur more average cost per unit time than the model that con-
siders purchase dependence, and the impact of purchase dependence can increase in significance as the item set be-
comes more closely correlated with regard to order demand. 
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1.  INTRODUCTION 

The classic square-root economic order quantity 
(EOQ) model was developed by Harris (1913) and this 
is by far the best known model. Subsequently, hundreds 
of papers and books have published inventory models 
under a wide variety of conditions and assumptions. One 
unrealistic assumption within Harris’s model that has 
been subject to criticism is the notion that stockouts are 
impermissible. Relaxation of this assumption has led to 
the development of an inventory model with shortages. 
When inventory is out of stock, there are two basic cases 
for stockouts: backorders and lost sales. Backorders re-
present cases in which unsatisfied customers are willing 
to wait and therefore their demand will be filled by sub-
sequent stock replenishment. Lost sales represent cases 
in which impatient customers may buy their desired pro-
ducts from other suppliers, resulting in a loss of the un-
met demand.  

Research in this area would benefit from the devel-

opment of models combining these two basic cases of 
backorders and lost sales. Such a combined case would 
consider that some unsatisfied customers may be willing 
to wait and backorder their unmet demands, while others 
may choose another vendor. This would result in partial 
backordering.  

Montgomery et al. (1973) published the first paper 
developing a model for the basic EOQ with partial bac-
kordering as well as a solution procedure. In the subse-
quent four decades, many authors have developed mod-
els that have relaxed additional assumptions of the basic 
EOQ with partial backordering, including elements such 
as time- or backlog-dependent backordering probabili-
ties, inventory deterioration, time- or inventory-dependent 
demand functions, and quantity discounts. Pentico and 
Drake (2011) conducted an excellent survey of determi-
nistic models for the EOQ with partial backordering.  

Although numerous studies have focused on the de-
terministic EOQ model with partial backordering, the 
majority have been concerned only with single-item in-
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ventory problems. Most assumed no correlation in sales 
and therefore their models applied independent demands 
across items. Nevertheless, Zhang et al. (2011) consid-
ered a two-item inventory system, wherein the demand 
of a minor item is correlated with that of a major item 
due to cross-selling. Cross-selling is defined as a situa-
tion in which the purchase of one item is related to the 
purchase of another item. In other words, the sale of a 
major item may lead to additional demand for minor 
items. Thus, these minor items can either be sold inde-
pendently or promoted through joint sales with the ma-
jor item, and demand for the minor items will decrease 
when the major item is stocked out. Zhang (2012) ex-
panded this model in order to address the case of multi-
ple minor items.  

In this paper, we consider purchase dependence. 
Purchase dependence concerns the purchase behavior of 
customers, wherein some items are purchased together 
due to their unknown interior associations. For example, 
if a group of certain items has the attribute of purchase 
dependence, there is a tendency for these items to be 
ordered together. Under this purchase pattern, if all items 
are in stock, there is no difficulty in satisfying customer 
orders. However, if any one item is not in stock, while 
all other items are in stock, the situation is the same as if 
all items are out of stock. This situation can result in either 
total lost sales or partial backorders. In addition, there 
might be two possibilities of partial backorders: partial 
backordering with no shipment until all items are avail-
able, which is assumed by Zhang et al. (2011), and par-
tial backordering with shipment as the items become 
available, which is assumed by this paper.  

Purchase dependence is a frequent phenomenon in 
retail shops and supermarkets. Bala (2008, 2012) and Bala 
et al. (2010) identified purchase dependence in retail sales. 
Park and Seo (2013) recognized purchase dependence 
while analyzing the inventory operations practice of a 
ship engine and generator spare parts distributor, and 
developed approximate continuous and periodic review 
models for the case of total lost sales under purchase 
dependence. However, this paper develops the EOQ mo-
del with partial backordering by taking purchase depen-
dence into consideration.  

The phenomenon of purchase dependence with par-
tial backorders can be observed in Internet shopping 
malls that conduct e-tailing businesses with apparel, books, 
CDs, toys, and so on. Web customers shop for their de-
sired items, which are placed into a market basket. If 
customers push the purchase button after shopping, the 
website immediately shows which items in the market 
basket are deliverable and which are out-of-stock (if any). 
When some items are not in stock, impatient customers 
may cancel the purchase order and go to other shopping 
malls. However, some patient customers may receive 
immediately deliverable items first and be willing to 
wait out-of-stock items for a short time.  

Purchase dependence differs from demand depend-
ence caused by cross-selling, as purchase dependence does 

not discern a major item from a minor item. Additionally, 
purchase dependence does not limit directional depend-
ence by one purchase on another. Consequently, demand 
dependence created through cross-selling is a special 
case of purchase dependence. This fact will be explained 
in detail in the latter part of Section 6.  

The remainder of this paper is organized as follows. 
The following section discusses related literature. Sec-
tion 3 summarizes notations used in this paper. Section 
4 briefly reviews a single-item EOQ model with partial 
backordering. Section 5 proposes the two-item EOQ 
model with partial backordering (when purchase depen-
dence exists) where the order cycles of two items are 
assumed to be identical. Section 6 expands the two-item 
EOQ model to a multiple-item EOQ model with partial 
backordering. Section 7 describes the numerical analysis 
conducted to illustrate the newly developed model and 
to examine behaviors of the optimal policy on different 
backordering rates. The importance of considering pur-
chase dependence is also illustrated by showing its im-
pact on inventory operations costs. Section 8 presents 
our conclusion. 

2.  DISCUSSION OF RELATED LITERATURE 

Purchase dependence differs from demand depend-
ence. Purchase dependence concerns the purchase be-
havior of customers, whereas demand dependence con-
cerns the correlation among demands. This section first 
reviews three types of demand dependence: correlated 
demand across items, correlated demand in time, and 
correlated demand across locations. We provide a sum-
mary of those studies focused on designing inventory 
replenishment policies in cases of demand dependence 
in Table 1. In terms of demand correlation between dif-
ferent inventory items, Liu and Yuan (2000) and Larsen 
(2009) developed models to compute optimal inventory 
replenishment policies. They advocated a multi-item 
inventory system with coordinated replenishments when 
demands follow a compound-correlated Poisson process 
(defined as one in which customers arrive after a Pois-
son process; however item demand is specified by a non-
negative, integer-valued random variable with a given 
probability distribution). Liu and Yuan (2000) and Lar-
sen (2009) deployed the can-order policy and the Q(s, S) 
policy, respectively, for joint replenishment problems.  

Urban (2000, 2005), Dong and Lee (2003), and Lee 
and Chew (2005) developed periodic review models for 
product demands that are auto-correlated (serially-corre-
lated or time-correlated) but independent of each other. 
With regard to a multi-item inventory system, Lee and 
Chew (2005) assumed that product demand follows an 
auto-regressive process, but is independent of other pro-
duct demands. In order to express auto-correlated de-
mands for a single item, Urban (2000, 2005) utilized 
auto-regressive demand processes, while Dong and Lee 
(2003) used the Martingale model of forecasting evolu-
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tion. The latter model offers a powerful descriptive fra-
mework incorporating past demands as well as other 
influential factors in order to characterize forecast pro-
cesses.  

With regard to spatially-correlated demand, Corbett 
and Rajaram (2006) considered a single-item, single-
period inventory system with multiple locations (i.e. a 
multi-location newsboy problem), while Yan et al. (2009) 
considered a two-echelon supply chain consisting of one 
distributor and multiple retailers. The inventory replen-
ishment in Yan et al. (2009) followed a periodic review 
policy. In addition, recent literature such as Hsieh and 
Dye (2010), Lee and Dye (2012), and Pando et al. (2012) 
considered stock-dependent demands in developing an 
inventory model.  

Contrary to demand dependence, scant analysis has 
been conducted in purchase dependence. Bala (2012) si-
mulated various inventory replenishment policies on 
synthetic data for a particular purchase pattern. He per-
formed a cost-benefit analysis of all applicable inven-
tory replenishment policies and selected the best one for 
implementation. Park and Seo (2013) developed appro-
ximate continuous and periodic review models concern-
ing purchase dependence, assuming that unmet demand 
orders are immediately and entirely lost.  

3.  NOTATION 

 
This section summarizes notations used in this paper. 
 

Parameters 
Di the demand rate of item i (units/unit time) 

Coi the ordering cost of item i for placing and receiving 
an order ($/order) 

Chi the cost of holding one unit of item i for one unit 
time ($/unit time/unit) 

Cbi the cost of keeping one unit of item i backordered 
for one unit time ($/unit time/unit) 

Cli the cost of a lost sale of item i, including the lost 
profit and any goodwill loss ($/unit) 

βi the backordering rate (i.e. the fraction of stockouts 
that will be backordered) of item i when all items are 
out of stock.  

 
Variables 
T the order cycle, i.e. the time interval between two 

replenishments 
Fi the fill rate of item i, i.e. the percentage of demand 

that is filled from stock 
Qi the order quantity of item i 

4.  SINGLE-ITEM EOQ MODEL WITH 
PARTIAL BACKORDERING 

In this section, we summarize the single-item EOQ 
model with partial backordering, which was developed 
by Pentico and Drake (2009). We employ this particular 
approach as it generates a set of equations that are sim-
pler to use and have a more understandable form. Sup-
posing the backordering rate (of item 1) is a constant 
higher than 0 and lower than 1 (0 < β1 < 1), then the 
inventory level of EOQ with partial backordering is 
shown as Figure 1.  

The average cost per unit time comprises the order-
ing costs, the cost of carrying inventory, the cost of 

Table 1. Inventory replenishment studies that have considered demand dependence 

Type of demand 
dependence Research System Order type 

Inventory  
Replenishment  

policy 
Demand process 

Lin and Yuan (2000) Can-order policy Correlated 
Demand across 

Items Larsen (2009) 
Multi-item  

inventory system Joint replenishment
Q(s, S) policy 

Compound  
correlated  

Poisson process 

Lee and Chew (2005) Multi-item  
inventory system Joint replenishment Dynamic periodic 

Review policy 
Auto-regressive 

process 

Urban (2000, 2005) Single-item  
inventory system 

Auto-regressive 
process 

Correlated 
Demand in time 

Dong and Lee (2003) Serial multiechelon 
inventory system 

Single-item  
replenishment 

Periodic review 
policy Martingale model of 

forecase evolution

 
 

Corbett and Rajaram 
(2006) 

Single-item  
inventory system with 

a multilocation 

Single-period  
replenishment 

Multi-location  
newsboy problem 

Correlation  
coefficient 

Correlated demand 
across locations Yan et al. (2009) 

Tow-echelon supply 
chain (one distributor 

and multiple 
retailers) 

Single-item  
replenishment (same 
period at all retailers)

Periodic review  
policy 

Equicorrelated 
multivariate Poisson 

distribution 
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backorders, and the cost of lost sales. Ordering costs are 
summed up by the number of orders placed. The costs of 
carrying and backorders are calculated by the triangular 
areas above and below the time-axis in Figure 1, respec-
tively. The cost of lost sales is calculated through the 
number of demands that are not backordered. Therefore 
the average cost per unit time is described as  

 
2 2

1 1 1 1 1 1 1 1
1

(1 )( , )
2 2

β −
Γ = + +o h bC C D TF C D T FT F

T
   (1) 

1 1 1 1(1 )(1 )β+ − −lC D F  
 
Taking the first partial derivatives of Γ(T, F1) with re-
spect to T and F1 respectively and setting them equal to 
0 result in  

 
*

* 1 1 1 1
1 *

1 1 1

(1 )
( )
β β

β
− +

=
+

l b

h b

C C TF
T C C

   (2) 

 
and 

 

[ ]21 1* 1 1 1 1

1 1 1 1 1 1 1

(1 )2 ββ
β β

−⎡ ⎤+
= −⎢ ⎥

⎣ ⎦
lo h b

h b h b

CC C CT
D C C C C

 (3) 

 
The order quantity is determined by 

 
* * * *

1 1 1 1 1 1(1 )β= + −Q D F T D F T   (4) 
 
In order for the T* and F1

* equations to be optimal 
solutions, the backordering rate should be greater than 
or equal to the critical value of β*, as follows  

 
* 1 1

1 2
1 1

21β β≥ = − o h

l

C C
D C

   (5) 

 
If β1 > β*, then the values of F1

* and T* determined by 
Eq. (2) and Eq. (3) yield the global minimum of Eq. (1). 
If β1 ≤ β*, then the optimal strategy is to either lose no 
sales or not stock and lose all demand-whichever option 
is less costly. 

5.  TWO-ITEM PARTIAL BACKORDERING 
EOQ MODEL UNDER PURCHASE 
DEPENDENCE 

When purchase dependence exists, the purchase of 
one item can be dependent on the availability of another. 
Customers can request one or two items in one order. If 
two items are in stock, any customer orders can be satis-
fied immediately. When customer requests two items, 
however, if one item is not in stock, even though the 
other is in stock, the situation is the same as if all items 
are out of stock. This can result in either total lost sales 
or partial backorders.  

If some customers are willing to backorder their 
demand and wait for the next replenishment, the inven-
tory decision can be made by the EOQ model with par-
tial backordering. In this situation, the demand for the 
item in stock will be influenced by the item that is out of 
stock; therefore a joint inventory policy should be pur-
sued for the two items in order to maximize the profit 
from inventory management. When modeling the prob-
lem, we make the following assumptions. 

(1) All parameters are known and constant over an in-
finite time horizon. 

(2) Replenishment is instantaneous with a zero lead 
time. 

(3) The ordering cost to place and receive an order is 
constant, independent of the size of the order.  

(4) When partially backordering, the item in stock is 
delivered immediately and the items not in stock 
are filled by the next replenishment. 

(5) A common order cycle is used for all items to fa-
cilitate regular communication and easier schedul-
ing of operators. 

 
The inventory levels over the course of an order cycle 

and their relationships with demand are demonstrated by 
Figure 2. Note that levels of inventory and backorders 
for items influence each other when they are out of stock. 
The order quantities are determined by  

 
(2)

1 1 1 1 2 1 1 1 21 ( ) (1 )β β= + − + −Q D FT D F F T D F T  (6) 
(2)

2 2 1 2 2 1 2 2 22 ( ) (1 )α β= + − + −Q D FT D F F T D F T  
 

where β1
(2) is the backordering rate of item 1 when item 

2 is still in stock, and α2
(2) is the demand change rate of 

item 2. Note that items in Figure 2 are arranged so that 
F1 ≤ F2.  

5.1 Backordering Rate and Demand Change Rate 

In Figure 2, when item 1 is out of stock, the demand 
rate of item 2 is changed to the α2

(2) multiple of the de-
mand rate while item 2 is in stock. In order to calculate 
the demand change rate α2

(2), we perform a careful ex-
amination of the demand for item 2, which reveals that it 
consists of an independent demand and a joint demand 

F1T
T

D1

β1D1

Q1

Figure 1. The inventory level of EOQ with partial 
backordering. 
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with item 1. In other words, customers can order either 
only item 2, or both items. The independent demand for 
item 2 is not influenced by the inventory level of item 1.  

Table 2 shows twelve possible cases constructed 
through a combination of four inventory statuses and 
three order types. Percentage pi shows the proportion of 
order case i in the total orders. The bi is the backorder-
ing rate of order case i. Note that in some cases, backor-
ders cannot occur (e.g. b1, b2, b3, b4, and b8) (Let bi = 1 
when the order case i can be satisfied immediately). The 
backordering rates β1, β2, β1

(2) and the demand change 
rate α2

(2) are then determined by the weighted averages 
as follows. When F1 ≤ F2,  

 
10 10 12 12

1
10 12

β +
=

+
p b p b

p p
 (7) 

11 11 12 12
2

11 12
β +

=
+

p b p b
p p

 

(2) 7 7 9 9
1

7 9
β +

=
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p b p b
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(2) 8 8 9 9 8 9 9
2

8 9 8 9
α + +

= =
+ +

p b p b p p b
p p p p

 

 
Otherwise, items 1 and 2 are exchanged and then  
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1
11 12
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=

+
p b p b

p p
 (8) 

10 10 12 12
2

10 12
β +

=
+

p b p b
p p

 

(2) 5 5 6 6
1

5 6
β +

=
+

p b p b
p p

 

(2) 4 4 6 6 4 6 6
2

4 6 4 6
α + +

= =
+ +

p b p b p p b
p p p p

 

5.2 The EOQ Model with Partial Backordering  
(0 ≤ F1 ≤ F2 ≤ 1) 

From Figure 2, the average cost per unit time can 
be expressed as  

 
2 (2) 2

1 1 1 1 1 1 2 11
1 2

( )( , , )
2 2

β −
Γ = + +o h bC C D TF C D T F FT F F

T
 (9) 

2
1 1 1 2(1 )

2
β −

+ bC D T F  

(2)
1 1 2 1 21 ( )(1 )β+ − −bC D T F F F  

(2)
1 1 1 2 1 1 21(1 ) ( ) (1 )β β⎡ ⎤+ − − − − −⎣ ⎦lC D F F F F  

2
(2)2 2 2 1

2 2 2 1 12 ( )
2

α+ + + −o h
h

C C D TF C D T F F F
T

 

(2) 2
2 2 2 12 ( )

2
α −

+ hC D T F F  

F1T
T

D1

β1D1

D2

β2D2

α2
(2)D2Item 2

Item 1

Q2

Q1

F2T

β1
(2)D1

 
Figure 2. The inventory levels of two items. 

Table 2. Order cases made by inventory status and order type 

Inventory status Order status Order 
case Item 1 Item 2 Item 1 Item 2 

Percentage Backordering
rate 

1 Y Y 1 0 1p  1 1=b  
2 Y Y 0 1 2p  2 1=b  
3 Y Y 1 1 3p  3 1=b  

4 Y N 1 0 4p  4 1=b  
5 Y N 0 1 5p  5b  
6 Y N 1 1 6p  6b  

7 N Y 1 0 7p  7b  
8 N Y 0 1 8p  8 1=b  
9 N Y 1 1 9p  9b  

10 N N 1 0 10p  10b  
11 N N 0 1 11p  11b  
12 N N 1 1 12p  12b  
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2
2 2 2 2(1 )

2
β −

+ bC D T F  

(2)
2 2 1 2 1 2 22(1 ) ( ) (1 )α β⎡ ⎤+ − − − − −⎣ ⎦lC D F F F F  

 
In order to simplify this, the average cost per unit time 
can be expressed as  

 
201

1 2 11 1 12 1 13 1( , , ) 2Γ = + − −
GT F F G TF G TF G F
T

 (10) 

2
21 2 22 2 23 2 02 032+ − − + +G TF G TF G F G T G  

 
where Gs are presented in Appendix 1.  

Finally, we can summarize the problem statement 
as follows.  

 
P1 minimize  Γ(T, F1, F2) 
 subject to  T > 0 and 0 ≤ F1 ≤ F2 ≤ 1 
 

5.2.1 Solution Procedure Using Lagrange Multiplier 
Method 

From the theory of Lagrange multipliers, we know 
(by converting minimization to maximization) that we 
can form the Lagrangian  

 
201

1 2 1 2 3 11 1 12 1( , , , , , ) 2GL T F F G TF G TF
T

λ λ λ = − − +  (11) 

2
13 1 21 2 22 2 23 2 022+ − + + −G F G TF G TF G F G T  

03 1 1 2 2 1 3 2( ) ( ) (1 )λ λ λ− + − + − + −G F F F F  
 

where λi are Lagrange multipliers. Then optimality con-
ditions are given as follows.  
 

2 201
11 1 12 1 21 2 22 2 022 2 2 0− + − + − =

G G F G F G F G F G
T

 (12) 

11 1 12 13 1 22 2 0λ λ− + + − − =G TF G T G  

21 2 22 23 2 32 2 0λ λ− + + + − =G TF G T G  
1 1( ) 0λ − =F  
2 2 1( ) 0λ − =F F  
3 2(1 ) 0λ − =F  

1 20 1≤ ≤ ≤F F  
1 2 3, , 0λ λ λ ≥  

 
In general, to solve Eq. (12), we begin with com-

plementarity and note that either λi = 0 or corresponding 
parenthesis is zero. Since there are three complementar-
ity conditions, there are eight cases to check (The eight 
cases are presented in Appendix 2). Among the eight 
cases, we come up with one or more feasible solutions. 
Then, we choose the best one that minimizes the aver-
age cost per unit time of Eq. (10).  

The solution procedure is not completed yet. In fact, 
there is another situation that switches the sequence of 

items. We repeat the above solution procedure for the 
situation. Then we compare the two best solutions and 
the global optimal solution is the one that has the lesser 
average cost per unit time.  

6.  EXTENDED PARTIAL BACKORDERING 
EOQ MODEL UNDER PURCHASE 
DEPENDENCE 

This section extends the two-item EOQ model in 
Section 5 to the multiple-item EOQ model with partial 
backordering when purchase dependence exists. Al-
though Figure 2 shows inventory levels over the course 
of an order cycle and their relationships with demand 
concerning two items, we can easily imagine a similar 
figure for any k items. Note that F1 ≤ F2 ≤ … ≤ Fi ≤ … 
≤ Fk. The order quantity of item j is determined by  

 
1

( 1)
1 1

1
( )α

−
− +

+
=

= + −∑
j

k i
j j j i i j

i
Q D FT F F D T  

( 1)
1

1
( ) (1 )β β

−
+

− + −
=

+ − + −∑
k j

i
j k i k i j j k j

i
F F D T F D T  

 
Due to the assumption of the fill rates such that F1 

≤ F2 ≤ … ≤ Fi ≤ … ≤ Fk, there is k! possible sequences 
of items. In order to find the global optimal solution, we 
should repeat the solution procedure for all sequences of 
items. If there are many items, it would be impractical to 
repeat the solution procedure for all sequences of items. 
However, a field experience shows that although there 
would be considerable numbers of groups of items hav-
ing purchase dependence, most groups contain three or 
four items. The biggest group contains six items (Park 
and Seo, 2013).  

In order to deal with large-scale problems, Song et 
al. (1999) proposed two approximate methods as fol-
lows. (i) One method only focuses on several major de-
mands due to the Pareto phenomenon. Although the 
total number of potential demand types can be large, by 
the Pareto phenomenon, often a large portion of the total 
dollar volume of sales is accounted for by a small num-
ber of demand types. (ii) The other method divides the 
multiple items into several disjoint sets that are either 
independent or weakly dependent.  

The average cost per unit time for any k items can 
be extended as  

 
01

1 2( , , , , )Γ =k
GT F F F
T

   (13) 

2
1 2 3 02 03

1
( 2 )

=
+ − − + +∑

k

i i i i i i
i

G TF G TF G F G T G  

 
where Gs are presented in Appendix 3.  

Thus, the problem statement for any k items can be 
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summarized as  
 
P2 minimize Γ(T, F1, F2, …, Fk) 
 subject to T > 0 and 0 ≤ F1 ≤ F2 ≤ … ≤ Fk ≤ 1 
 
Similar to P1, we can form the Lagrangian (by con-

verting minimization to maximization)  
 

1 2 1 2 1( , , , , , , , , )λ λ λ +k kL T F F F  (14) 

201
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1
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where λi are Lagrange multipliers. Then optimality con-
ditions are given as follows. 
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In Eq. (15), there are k+1 complementarity conditions. 
Thus, there are 2k+1 cases to check. For each case, we can 
easily calculate Fi and λi. However, the order cycle T 
requires some algebraic operations. The value of T can 
be calculated as follows. 

Let Jj be the jth group that has the same value of Fi. 
For example, case 1 2 2 3 40, 0, , 0λ λ λ= = = =F F (for 3 items) 
has two groups such as J1 = {F1} and J2 = {F2, F3}. For 
each group Jj, let  
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In summary, for any k items, there is k! sequences 
of items. For each sequence of items, there are 2k+1 cases 
to check. First we calculate the best solutions for each 
sequence of items. Then we choose the global optimal 
solution that is the best one among the best solutions.  

It is useful to note here that in Section 1, we men-
tioned that the demand dependence caused by cross-
selling is a special case of purchase dependence. In or-
der to explain the cross-selling effect, Zhang et al. (2011) 
consider the example of an electronic supermarket 
(where major items such as computers, and minor items 
such as expanded memory, are sold). They assert that it 
is common for customers buying a computer to simulta-
neously purchase additional expanded memory in order 
to improve the computer’s performance. To model this 
problem, they assume that the major item can be par-
tially backordered and the minor item is not stocked out.  

Thus, the average cost of the partial backordering 
problem with the cross-selling effect can be expressed 
by Eq. (13), in which F2 = F3 = … = Fk = 1. As a result, 
the partial backordering problem with a cross-selling ef-
fect can be solved by the partial backordering problem 
with purchase dependence by setting F2 = F3 = … = Fk 
= 1. However, the model proposed by this paper cannot 
be directly compared with those proposed by Zhang et 
al. (2011) and Zhang (2012) because of their different 
assumptions. This paper assumes that when partially 
backordered, the item in stock is delivered immediately 
and the items not in stock are filled by the next replen-
ishment. However Zhang et al. (2011) and Zhang (2012) 
assume that when the backordered demand of a major 
item is satisfied at the replenishment point, the sale quan-
tity of the minor item caused by the cross-selling effect 
is sold instantaneously.  

It is also useful to note here that the inventory 
model that considers purchase dependence can be equal 

to the independent multi-item inventory model by set-
ting 

( )β β⋅ =i i  and 
( ) 1α ⋅ =i . These settings remove the 

influence of other items’ stock on the demand.  

7. COMPUTATIONAL ANALYSIS  

7.1 Numerical Example for Illustration 

In order to illustrate the application of the partial 
backordering EOQ model under purchase dependence, 
we use a numerical example consisting of two items. 
The parameters of the numerical example are shown in 
Table 4 (we utilize items 1 and 2). We assume that 1β  

20.75, 0.80β= =  and 
(2) (2)

1 20.85, 0.90β α= =  when 1 ≤F  
2.F  Otherwise, 

(2) (2)
1 20.90, 0.85.α β= =  

Table 5 summarizes the results of each case for two 
sequences. The best solutions are case 3 for 1 2≤F F  and 
case 1 for other sequence. Between them, the case 1 for 

1 2≥F F  costs less than the case 3 for other sequence. Thus, 
the case 1 for 1 2≥F F  is the global optimal solution. By 
Eq. (6), the order quantities are Q1 = 468.27 ≈ 468 and 
Q2 = 72.76 ≈ 73.  

Table 5. Results of the solution procedure for 2 items 

  Case 
  1 2 3 4 5 6 7 

T  0.28 0.16 0.28 0.13 0.28 0.17 0.28 
1F  0.39 0.54 0.37 1.00 0.00 0.00 0.00 
2F  0.36 1.00 0.37 1.00 0.36 1.00 0.00 
1λ  0.00 0.00 0.00 0.00 12,516.36 10,207.22 24,072.85
2λ  0.00 0.00 495.75 -5,736.99 0.00 0.00 -11,604.61
3λ  0.00 -9,714.58 0.00 -12,673.99 0.00 -10,465.07 0.00 

1 2≤F F  

Γ  Infeasible Infeasible $19,597.47 Infeasible $22,003.44 Infeasible Infeasible
T  0.28 0.17 0.28 0.13 0.28 0.18 0.28 

1F  0.38 1.00 0.37 1.00 0.38 1.00 0.00 
2F  0.37 0.48 0.37 1.00 0.00 0.00 0.00 
1λ  0.00 0.00 0.00 0.00 14,204.30 11,732.04 24,072.85
2λ  0.00 0.00 -202.88 -7,859.39 0.00 0.00 -9,800.05

1 2≥F F  

3λ  0.00 -8,013.94 0.00 -1,273.99 0.00 -8,483.51 0.00 
 Γ  $19,596.13 Infeasible Infeasible Infeasible $22,212.26 Infeasible Infeasible

Table 4. Parameter values of the numerical example 

Item 
Parameters

1 2 3 
Di 
Coi 
Chi 
Cbi 
Cli 

2,000 
$650 
$42 
$12 
$12 

300 
$1,000 
$350 
$100 
$105 

1,000 
$600 
$35 
$10 
$15 
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7.2 Analysis of the Optimal Policy Depending on 
the Backordering Rate 

In order to examine the behavior of the optimal policy 
with regard to different backordering rates, we investi-
gate the performance of the three-item EOQ model with 
different backordering rates (see Table 4). By setting β3 
= 0.7, Figure 3 plots the contours of optimal average 
cost per unit time, the optimal order cycle, and the opti-
mal fill rates against the backorder rate combinations of 
β1 and β2. We assume that the backordering rate and the 
demand change rate increase 0.05 each segment. In or-
der to figure out a general pattern of curve for the back-
ordering rate, we plot the optimal average cost per unit 
time, the optimal fill rates, and the optimal order cycle 
against the backordering rate in Figure 4 for β1 = β2 = β3.  

Figure 3 and Figure 4 demonstrate that optimal av-
erage costs monotonically decrease as the backordering 
rate increases, which implies that an increase in the 
number of customers willing to backorder their demand 
is linked to an ability to realize greater profits. Figure 4 
also shows that if the backordering rate is small, the 
optimal policy is to meet demands without stockouts (i.e. 
F* = 1). On the other hand, if the backordering rates 
satisfy the critical condition, the optimal policy is to 
meet demands through partial backordering.  

7.3 Comparison of Approaches for Backordering 
Rates 

There may be several ways of determining the bac-

kordering rate bi of order case i. In this section, we con-
sider three approaches for backordering rates. Approach 
1 treats all possible order cases constructed through a 
combination of inventory statuses and order types. Then 
the backordering rate bi of order case i is calculated 
from the historical data. Table 2 shows an example of 
two-item case. Approach 2 calculates each average bac-
kordering rate for each order type from the historical 
data. Then, b7 = b10, b5 = b11, and b6 = b9 = b12 in Table 2. 
Approach 3 calculates a total average backordering rate 
b  for all order cases from the historical data.  

In order to compare three approaches, we examine 
the performance of the three-item EOQ model using 
different approaches (see Table 4). There are 56 possible 
order cases constructed through a combination of 8 (= 23) 
inventory statuses and 7 (= 3C1 + 3C2 + 3C3) order types. 
The backordering rate bi of order case i is assigned by a 
value between 0.65 and 0.75, resulted in a total average 
backordering rate of 0.7. Percentage pi of order case i is 
assigned according to dissimilarity (Section 7.4 explains 
it in detail).  

Table 6 shows the optimal inventory policies for 
each approach. Based on the assumption that the ap-
proach 1 determines most accurately backordering rates 
bi because it considers all possible order cases, Table 6 
also shows the increased average costs per unit time of 
other approaches. We can infer that the cost increment is 
a price for using the simplified information. Because we 
think that the cost increment is not high, we will use the 
approach 3 in Section 7.4. 
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Figure 3. Contours of cost, order cycle, and fill rates.
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7.4 Impacts of Purchase Dependence 

This section illustrates the significance of consider-
ing purchase dependence in inventory management by 
demonstrating its impact on inventory operations costs. 
We can explain the impact of purchase dependence by 
comparing the performance of the inventory model that 
considers purchase dependence with the inventory model 
that ignores purchase dependence. Again, we utilize the 
three-item EOQ model using Table 4. Suppose that cus-
tomer orders are composed of seven order types as 

shown in Table 7. For the purpose of simplicity without 
loss of generality, we assume that the percentage of each 
order type retains the same value under every inventory 
status.  

For various purchase dependence degrees, by chang-
ing the total average backordering rate value from 0.6 to 
0.9 with a step of 0.1, we compare the optimal inventory 
policies determined by the inventory models that con-
sider and ignore purchase dependence. The multiple-item 
inventory model that ignores purchase dependence can 
be developed by independently adding multiple single-
item EOQ models with partial backordering. The aver-
age cost per unit time is described as  

 
1 2( , , , , )Γ kT F F F   (16) 

2 2

1

(1 )
2 2

β

=

⎡ −
= + +⎢
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oi hi i i i bi i i

i

C C D TF C D T F
T
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Taking the first partial derivatives of Eq. (16) with re-
spect to Fi and setting them equal to 0 results in the fol-
lowing  
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Figure 4. The optimal decisions on different backordering rates. 

 
Table 6. Comparison of three approaches 

Dissimilarity = 0.3 Dissimilarity = 0.5 Dissimilarity = 0.8 
Approach 

T  1F  2F  3F  Γ  T 1F 2F 3F Γ  T 1F  2F  3F  Γ  
1 0.26 0.50 0.50 0.50 $29,103.74 0.26 0.49 0.49 0.49 $28,935.54 0.27 0.48 0.48 0.48 $28,570.57
2 0.27 0.45 0.45 0.45 $29,145.78 0.28 0.45 0.45 0.45 $28,967.43 0.28 0.45 0.45 0.45 $28,585.99
3 0.28 0.45 0.45 0.45 $29,151.24 0.28 0.45 0.45 0.45 $28,974.92 0.28 0.44 0.44 0.44 $28,593.24
 

Table 7. Order types for three items 

Item Order  
type 1 2 3 

Percentage

1 1   q1 
2  1  q2 
3   1 q3 
4 1 1  q4 
5 1  1 q5 
6  1 1 q6 
7 1 1 1 q7 
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The order cycle T* can be determined by taking the first 
partial derivatives of Eq. (16) with respect to T, replac-
ing Fi by Eq. (17), and setting them equal to 0.  
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In order to investigate the impact of purchase de-

pendence on different degrees of purchase dependence, 
we utilize the concept of dissimilarity proposed by Tsai 
et al. (2009) as a measure of the degree of purchase de-
pendence. Tsai et al. (2009) developed the association 
clustering algorithm, defining the dissimilarity value as 
(1 - the support value). The support is defined in an as-
sociation rule that is a type of data mining technique. 
The support of item set X is defined as the percentage of 
orders in an order database that contains item set X, i.e. 
the support value of item set X is equal to |item set X| / 
|order database|, where |item set X| is the number of the 
element in item set X and |order database| is the number 
of the element in the order database that contains item 
set X. The dissimilarity value ranges from 0 to 1, since 
the support value is between 1 and 0. A dissimilarity 
value near 0 indicates that the item set is highly corre-
lated in terms of order demand. However, a dissimilarity 
value near 1 indicates that the item set has a very low 
demand relationship.  

We consider three cases of dissimilarity. For each 
case, we assign the value of (1-the dissimilarity value) 
to q7 in Table 7, and the remainders are equally assigned 
to each qi, in order to avoid any bias. Based on seven 
order types, as shown in Table 7, and an assumption of 
the same percentages of order types for each inventory 
status, the backordering rates and demand change rates 
are determined as follows (the total average backorder-
ing rate b  by the approach 3 for all order cases is used).  

 
(3) (2)

11 1β β β= = = b  
(2)

22β β= = b  

(3) 2 4 6 7
2

2 4 6 7
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+ + +

q q b q q b
q q q q
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(2) 3 5 6 7
3

3 5 6 7
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+ + +

q q b q b q b
q q q q

 

(3) 3 5 6 7
3

3 5 6 7
α + + +
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+ + +

q q b q q b
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Table 8 shows the optimal inventory policies de-

termined by the inventory models that consider and ig-
nore purchase dependence. Based on the assumption 
that purchase dependence exists, Table 8 also shows the 
increased average costs per unit time of the inventory 
model that ignores purchase dependence.  

For the three dissimilarities, we plot the cost in-
crement against the total average backordering rate in 
Figure 5. From Figure 5, we can notice that the cost 
increment increases monotonically as dissimilarity de-
creases. This notice can deduce the following interpreta-
tion. A decrease in dissimilarity means that the item set 

Table 8. Comparison of the optimal inventory policies 

 Total average Dissimilarity = 0.3 Dissimilarity = 0.5 Dissimilarity = 0.8 

 backordering rate T  1F  2F  3F  Γ  T  1F 2F 3F Γ  T  1F  2F  3F  Γ  

0.6 0.21 0.65 0.65 0.65 $30,997.59 0.21 0.64 0.64 0.64 $30,941.21 0.22 0.63 0.63 0.63 $30,854.38

0.7 0.28 0.45 0.45 0.45 $27,890.41 0.28 0.45 0.45 0.45 $27,805.59 0.28 0.44 0.44 0.44 $27,677.64

0.8 0.30 0.36 0.36 0.36 $23,996.19 0.30 0.35 0.35 0.35 $23,898.76 0.30 0.35 0.35 0.35 $23,752.17

Case of 
considering 
purchanse 

dependence 
0.9 0.31 0.29 0.29 0.29 $19,652.35 0.31 0.28 0.28 0.28 $19,545.72 0.31 0.28 0.28 0.28 $19,385.39

0.6 0.21 0.62 0.64 0.85 $31,817.88 0.21 0.61 0.63 0.84 $31,674.44 0.21 0.60 0.62 0.82 $31,422.60

0.7 0.27 0.43 0.44 0.56 $28,255.91 0.27 0.42 0.44 0.55 $28,134.27 0.28 0.42 0.43 0.55 $27,934.89

 
Case of 
ignoring 

purchanse 
dependence 0.8 0.30 0.34 0.35 0.42 $24,153.13 0.30 0.34 0.35 0.41 $24,039.29 0.30 0.34 0.34 0.41 $23,861.60

 0.9 0.31 0.28 0.28 0.31 $19,692.94 0.31 0.28 0.28 0.34 $19,581.28 0.31 0.27 0.28 0.31 $19,412.18 
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Figure 5. Comparison of the cost increments.
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has a higher correlation in terms of order demand, which 
implies a higher degree of purchase dependence. Thus, 
the impact of purchase dependence can gain greater sig-
nificance as the item set becomes more closely corre-
lated in terms of order demand. Consequently, we can 
deduce that the consideration of purchase dependence in 
inventory management is important.  

8. CONCLUDING REMARKS 

This paper considered purchase dependence, a phe-
nomenon that occurs when the purchase of one item is 
dependent on the availability of other items demanded 
in the same order. Although purchase dependence is an 
important factor in designing inventory replenishment 
policies, it has remained largely unaddressed. Park and 
Seo (2013) proposed the first approximate continuous 
and periodic review models that consider purchase de-
pendence when unmet demand orders are lost entirely. 
However, this paper developed the EOQ model to ad-
dress situations in which unmet demand orders are par-
tially lost and partially backordered, when purchase de-
pendence exists.  

The computational analyses compared the perform-
ance of the inventory models that consider and ignore 
purchase dependence by changing the backordering rate 
and the degree of purchase dependence. The results 
demonstrated that the inventory model that ignores pur-
chase dependence incurs more average cost per unit 
time than the inventory model that considers purchase 
dependence; in addition, the impact of purchase depend-
ence can become more significant as the correlation of 
the item set increases with regard to order demand. As a 
result, this paper argued for the consideration of pur-
chase dependence in inventory management.  

The EOQ model proposed in this paper assumes 
that a common order cycle is used for all items. How-
ever, as asserted by Zhang et al. (2011), the assumption 
of identical order cycles may be too stringent in practice. 
From a practical point of view, for example, expensive 
items (e.g. A class items) are often more important to 
inventory management and may be replenished more 
frequently to maintain a lower inventory holding cost. 
Thus, future studies are required that extend the pro-
posed EOQ model to include various order cycles for 
multiple items.  

It is also worthwhile to mention the loss of good-
will when purchase dependence exists. Since the pur-
chase of an item can be influenced by the availability of 
other items, it would be more reasonable to assume that 
goodwill loss costs would depend on the order that is 
backordered or left unsold due to the unavailability of a 
particular item, rather than simply the sum of the good-
will loss of its component items. Future studies are re-
quired in order to estimate individual items’ goodwill 
loss costs and the differences in goodwill loss costs that 
depend on whether the item is ordered individually or as 

part of a package of items.  
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Appendix 1  

Gs in Eq. (10) are as follows.  
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Appendix 2  

In order to solve Eq. (12), there are 8 cases to check: 
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Case 8: 1 1 2 30, , 1F F F F= = =  is infeasible. 

Appendix 3  

Gs in Eq. (13) are as follows.  

01
1=

= ∑
k

oi
i

G C  

( ) ( )
11 1 1 1 11

2

1 (1 )
2

α β
=

⎛ ⎞
= + − +⎜ ⎟

⎝ ⎠
∑
k

k k
h i hi i b

i
G C D C D C D  

1
( 1) ( 2) ( 1)

1
1

( 2) ( 2) ( 1)

1

( )
1
2

( )

β β β

α α α

−
− + − + − +

=

− + − + − +

= +

⎛ ⎞
− +⎜ ⎟

⎜ ⎟= ⎜ ⎟
⎜ ⎟+ + −⎜ ⎟
⎝ ⎠

∑

∑

j
k j k j k j

i i bi i j bj j
i

j k
k j k j k j

j hj j i i hi i
i j

C D C D
G

C D C D
,  

2 ≤ <j k  
1

(2) (2)
1

1

1 ( )
2

β β β α
−

=

⎛ ⎞
= − + +⎜ ⎟

⎝ ⎠
∑
k

k i i bi i k bk k hk kk
i

G C D C D C D  

( )( )
12 1 11

1
2
β= k

bG C D  

1
( 1) ( 2) ( 1)

2
1

1 ( )
2

β β β
−

− + − + − +

=

⎛ ⎞
= − +⎜ ⎟⎜ ⎟

⎝ ⎠
∑
j

k j k j k j
j i i bi i j bj j

i
G C D C D ,  

2 ≤ <j k  
1

(2)
2

1

1 ( )
2

β β β
−

=

⎛ ⎞
= − +⎜ ⎟

⎝ ⎠
∑
k

k i i bi i k bk k
i

G C D C D  

( ) ( )
13 1 11

2
(1 ) (1 )β α

=
= − + −∑

k
k k

l i li i
i

G C D C D  

1
( 2) ( 1) ( 2) ( 1)

1
3

( 2) ( 1)

1

( ) ( )

( )

β β α β

α α

−
− + − + − + − +

=

− + − +

= +

⎛ ⎞
− + −⎜ ⎟

⎜ ⎟= ⎜ ⎟
⎜ ⎟+ −⎜ ⎟
⎝ ⎠

∑

∑

j
k j k j k j k j

i i li i j j lj j
i

j k
k j k j

i i li i
i j

C D C D
G

C D
,  

2 ≤ <j k  
1

(2) (2)
3

1
( ) ( )β β α β

−

=
= − + −∑

k

k i i li i k lk kk
i

G C D C D  

02
1

1
2

β
=

⎛ ⎞
= ⎜ ⎟

⎝ ⎠
∑
k

i bi i
i

G C D  

03
1

(1 )β
=

= −∑
k

li i i
i

G C D

 
 
 
 
 
 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


