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Introduction 

With the development of biometrical techniques, various face-
related applications are emerged for the purpose of authentica-
tion, modeling, and entertainment. The greater part of these ap-
plications is based on the facial features. For example, 3D face 
reconstruction from 2D face image (1, 2), 3D head pose estima-
tion (3) and face beautification methods (4, 5) use the labeled 
facial feature. 

In the recent facial feature extraction methods, they are clas-
sified with two categories which one is part-based method and 
the other is shape regression based method. 

Part-based methods (6, 7, 8) learn patterns of each facial part 
e.g. nose, mouth, and eyes, and geometrical relations between 
each parts. The estimated locations of each facial feature are de-
termined by combination of texture patterns of each part and their 
geometrical relations with maximum posterior likelihood. 

Shape regression methods (9, 10) learn motion vectors from 
the texture features over the training data. Thus the initial points 
are moved to desired location using motion vector.

In this paper, we present shape regression based facial feature 
extraction method and evaluate the performance. The workflow 
is as in the following. First, the texture patterns are selected from 
the feature pool. Second, motion vectors whose displacement 
from previous shape to ground truth is learned according to the 
selected texture patterns. Finally, with the learned motion vector, 
we can detect the facial feature from the initial shape model. 

Materials and Methods

The main objective function is to minimize the difference be-
tween initial shape and ground truth (1).

f(X) = X* - g(X), 	 (1)

where X is previous shape, X* is ground truth shape, and g is up-
dated shape from previous shape. 

In the facial feature initialization process, the initial facial 
feature points are generated by statistical model of training 
data (Fig. 1).
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After the initialization, the mapping table is learned from 
texture patterns to motion vectors (Fig. 2). The texture patterns 
are generated by combination of several binary features, ϕ, 
computed from two points on the relative position to previous 
shape of facial features with some random displacement (2).

                     1, if, pi-pj > θϕ(pi, pj) = {                             , 	 (2)
                     0, O.W.

 
where pi is the pixel value of i-th location and θ is threshold. 
From these binary features, some features highly correlated to 
motion vectors are selected and combined to a single texture 
pattern.
The motion vectors vk of k-th facial feature are computed with 
minimum alignment error over the training data (3).

vk = argmin ∑N
n=1)|x*kn - (xkn + v)|, 	 (3) 

                 v

where N is the number of training data, xk is the previous loca-
tion of k-th facial feature and x*

k is the ground truth location. 
In the statistical view of equation (3), the motion vector with 
minimum error is the average of motion vector over the train-
ing samples. Finally the previous shapes are updated using 
learned motion vectors. The process of the feature selection, 
learning motion vector, and update shape is repeated T times.

Results

We evaluate the performance of facial feature extraction 
method with LFPW (Labeled Face Part in the Wild) DB. 
LFPW DB contains 35 labeled facial features with large pose, 
occlusion and illumination variation and total 997 samples 
which are composed of 785 training samples and 212 test sam-
ples. Since the annotation is not well located on the original 
LFPW, we re-annotated all feature points and use only 29 facial 
features without ears.

For evaluation, alignment error is computed by an average 
ratio of alignment error to inter-ocular distance (4). 

 	 (4)

where Z is inter-ocular distance and L is the number of facial fea-
tures. We consider any error above 10% to be fail case and also 
compute the error without fail case.

When we evaluate test sample, multiple initialization is used 
to avoid bad initializations and achieve more stable and robust 

Fig. 1. Facial Feature Initialization.

Fig. 2. Learning mapping table from texture patterns to motion 
vectors.

Fig. 3. Facial feature extraction results.

Error : 5% ↓

Error : 5% ↑, 10% ↓

Error : 10% ↑

Table 1. Average error and processing time with respect to the 
number of initialization on LFPW.
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alignment result. The evaluation results are described on the ta-
ble with respect to the number of initialization (Table 1). 

Fig. 3 shows facial feature extraction results on the test imag-
es using 10 initializations. The white circles are ground truth 
points and the black circles are estimated points.

Discussion

Based on the experiments over the wild dataset, only 186 of 212 
test images get the error below 5%. We realize that the rest test 
samples showing large pose variation, occlusion and uncommon 
texture patterns like hooked nose. Since the number of train-
ing data set does not enough to span all challenging cases the 
performance is highly biased to the weak variation cases. How-
ever, for the face-related application using near frontal faces, the 
errors would be acceptable for the application such as 3D face 
modeling, 3D head pose estimation, and facial appearance ma-
nipulation.

Conclusion

In this paper, we present shape regression based facial feature 
detection method. By the experiment, we show that the shape 
regression is robust and fast and would be applied to face-relat-
ed applications.
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