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ABSTRACT 

We consider an m-machine flow shop scheduling problem to minimize the latest completion time, where processing 
times are uncertain. Processing time uncertainty is described through a finite set of processing time vectors. The ob-
jective is to minimize maximum deviation from optimality for all scenarios. Since this problem is known to be NP-
hard, we consider it with an ordered property. We discuss optimality properties and develop a pseudo-polynomial time 
approach for the problem with a fixed number of machines and scenarios. Furthermore, we find two special structures 
for processing time uncertainty that keep the problem NP-hard, even for two machines and two scenarios. Finally, we 
investigate a special structure for uncertain processing times that makes the problem polynomially solvable. 
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1.  INTRODUCTION 

Many scheduling problems assume that data asso-
ciated with a job are known in advance. In practice, how-
ever, the data cannot be specified exactly for many rea-
sons, such as the introduction of a new machine or ma-
chine failure, which especially affect processing times. 
To reflect this reality, this paper considers a scheduling 
problem with uncertain processing times. The uncer-
tainty of job processing times is structured through the 
concept of a scenario that corresponds to the assignment 
of plausible values to processing times. The objective is 
to minimize maximum deviation from optimality over 
all scenarios, referred to as the min-max regret version.  

Daniels and Kouvelis (1995) have introduced two 
ways of describing the set of scenarios. The interval sce-
nario case assumes that a processing time exists within 

its own lower and upper bounds, independent of other 
processing times, whereas the discrete scenario case as-
sumes a finite set of processing time vectors, each speci-
fying the processing time of each job. This paper con-
siders only the discrete scenario case. 

We consider an m-machine flow shop scheduling 
problem, in which the performance measure is the 
makespan. Let { }1, 2, ,= "J n  be a set of n independent 
jobs. The uncertainty for the processing times is de-
scribed through the scenario set { }1, 2, , .= "S v  For 
each scenario ,∈s S  let ( )1,1 1,2 ,, , ,"s s s

m np p p  be the vector 
of processing times under scenario s, where ,

s
i jp  is the 

processing time of job j on machine i under scenario s. 
Let ( )(1), (2), , ( )= " nσ σ σ σ  be the schedule, where ( )jσ  

is the j-th job in .σ  Let , ( )s
i jC σ  be the completion time 

of job j on machine i and ,( ) ( )=s s
max mC C σσ σ  be the make-

span of σ  under scenario s. Our objective is to find an 
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optimal schedule *σ  to minimize 
 

{ }* * *( ) ( ) ( ) ,∈= −s s
s S max max sz max C Cσ σ σ  

 
where 

*
sσ  is a schedule to minimize the makespan under 

scenario s. Since this problem is known to be NP-hard 
(Kouvelis and Daniels, 2000), however, we consider the 
problem satisfying ordered properties, defined as fol-
lows: Under each scenario ,∈s S  
• If, for some { } , ,1, 2, , , ,′∈ ≤" s s

i j i ji m p p  then , , ,′ ′ ′≤s s
i j i jp p  

1, 2, , ;′ = "i m  
• If, for some { } , ,1, 2, , , ,′∈ ≤" s s

i j i jj n p p  then , , ,′ ′ ′≤s s
i j i jp p  

1, 2, , .′ = "j n  
 
Let the problem with ordered properties be referred 

to as Problem OP. Without loss of generality, hence-
forth, assume that for each scenario ,∈s S  

 
,1 ,2 , , 1, 2, , .≤ ≤ ≤ =" "s s s

i i i np p p i m  
 

Furthermore, we consider three special cases of Problem 
OP, where  
• The processing time of each job on each machine is 

represented by a function of two parameters (one de-
pends on the job and the other depends on the ma-
chine); 

• The job-depend parameter is certain, but the machine-
depend parameter is uncertain; 

• That is, , ( , )=s s
i j j ip f p q  where f is some function, jp  

is the processing requirement of job j, and 
s
iq  is the 

characteristic value of machine i under scenario s. 
 
First, we consider the case with , / ,=s s

i j j ip p q  where 
s
iq  means the speed of machine i under scenario s. In 

this case, the processing times are inversely proportional 
to the machine speeds. Let this case be referred to as 
Problem OP-Divide. In the second case, let , max=s

i jp  
{ }, ,s

j ip q  where 
s
iq  can be interpreted as the time asso-

ciated with machine i, such as in setting or fine-tuning 
the machine. In this case, both processing jobs and the 
setting machine can start simultaneously. Let the second 
case be referred to as Problem OP-Max. In the third case, 
let , ,= +s s

i j j ip p q  respectively, where 
s
iq  can be inter-

preted as the time associated with machine i, such as in 
setting or fine-tuning the machine. In this case, process-
ing jobs can start after machine set-up is completed. Let 
the third case be referred to as Problem OP-Plus. 

To the best of our knowledge, the ordered flow shop 
problem with uncertain processing times has not yet been 
studied. 

The rest of the paper is organized as follows. Sec-
tion 2 discusses the related literature. Section 3 presents 
some optimality conditions and a pseudo-polynomial time 
approach for Problem OP with a fixed number of ma-
chines and scenarios. Section 4 shows the NP-hardness 
of Problems OP-Divide and OP-Max and the polynomi-
ality of Problem OP-Plus. Finally, Section 5 discusses 

our conclusions and future work. 

2.  LITERATURE REVIEW 

Johnson (1954) presented a seminal algorithm, re-
ferred to as Johnson’s rule, that efficiently solves the 
problem of minimizing the makespan in a two-machine 
flow shop. Since the problem of minimizing the make-
span in a flow shop with more than two machines is 
strongly NP-hard (Garey and Johnson, 1976), however, 
researchers have considered a flow shop with special 
structures for processing times, such as the ordered flow 
shop (Smith et al., 1975, 1976) and the proportionate 
flow shop (Allahverdi, 1999; Hou and Hoogeveen, 2003; 
Ow, 1985).  

Smith et al. (1975, 1976) considered an m-machine 
ordered flow shop. Smith et al. (1976) showed that an 
optimal schedule has an inverted V-shape, which is de-
fined as a sequence in which all jobs scheduled before 
the job with the longest processing time are in shortest 
processing time (SPT) order and all jobs scheduled after 
the job with the longest processing time are in longest 
processing time (LPT) order. Smith et al. (1975) consid-
ered the case where the job processing times on the first 
(last) machine are the longest and showed that the prob-
lem can then be solved in polynomial time. They showed 
that if the first (last) machine is the slowest, the LPT 
(SPT) order is an optimal permutation schedule. 

In a proportionate flow shop environment where 
the processing times of job j on all m machines are equal 
to jp (Ow, 1985; Pinedo, 2006), the makespan is a con-
stant, independent of the sequence. The proportionate 
flow shop model can be generalized by describing the 
processing time on each machine as a function of a 
processing requirement and a machine-dependent pa-
rameter .iq  Hou and Hoogeveen (2003) and Choi et al. 
(2007) showed that the problem with , /=s s

i j j ip p q  is 
NP-hard even for the three-machine case. Choi et al. 
(2007) proposed a heuristic for which a tight worst-case 
bound of 3/2 was demonstrated by Koulamas and Ky-
parisis (2009). Choi et al. (2010) showed that the prob-
lem with { }, max ,=s s

i j j ip p q  is NP-hard even for the three- 
machine case, and the makespan of the problem with 

{ }, min ,=s s
i j j ip p q  is a constant, independent of the se-

quence. Choi et al. (2011) considered permutation sche-
dules and showed that the problem with , = +s s

i j j ip p q  is 
polynomially solvable, when the number of machines is 
fixed. 

Scheduling problems under scenario-based uncer-
tainty have been studied extensively (Aissi et al., 2007, 
2009, 2011; Johnson, 1954; Kouvelis and Yu, 1997). 
Daniel and Kouvelis (1995) considered a min-max re-
gret version of the single-machine scheduling problem 
with uncertain processing times using the total comple-
tion time as the performance measure. They showed that 
the problem is NP-hard and developed exact and heuris-
tic algorithms to solve it. Yang and Yu (2002) later 
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showed that a min-max version of the same problem is 
NP-hard and presented a dynamic programming method 
and two heuristic algorithms where min-max version 
minimizes maximum cost over all scenarios. Aloulou and 
Croce (2008) considered a min-max version of the sin-
gle-machine scheduling problem with uncertain due dates, 
weights, and processing times. The performance meas-
ures considered were total weighted completion times, 
the general maximum cost function, and the number of 
late jobs. The authors established the computational com-
plexity for various combinations of uncertain job pa-
rameters and performance measures except for the case 
with the uncertain due dates and the number of late jobs 
as the performance measure. Aissi et al. (2011) later showed 
the case to be NP-hard. Kouvelis et al. (2000) and 
Kasperski et al. (2012) considered a min-max regret 
version of the two-machine flow shop scheduling prob-
lem with uncertain processing times, using the makespan 
as the performance measure of interest. Kouvelis et al. 
(2000) proved NP-hardness and developed exact and 
heuristic methods. Kasperski et al. (2008) showed strong 
NP-hardness and established approximability. 

3.  EXACT ALGORITHM FOR PROBLEM OP 

This section investigates optimality conditions and 
develops a pseudo-polynomial time approach for Prob-
lem OP with a fixed number of machines and scenarios.  

 
Observation 1: Smith et al. (1976) Given a schedule σ  
of an ordered flow shop with deterministic processing 
times (that is, there is a single scenario s), let ′σ  be a 
schedule constructed from σ  by sequencing the jobs 
before (after) job n in SPT (LPT) order. Then, we have  

 
( ) ( ).′ ≤s s

max maxC Cσ σ  
 

Theorem 1: In Problem OP, there exists an optimal sche-
dule that has an inverted V-shape. 
 
Proof: It immediately holds from Observation 1. ■ 

 
By Theorem 1, henceforth, we consider only the 

schedules with an inverted V-shape. Now, we reduce Pro-
blem OP with a fixed number of machines and scenarios 
to the shortest path problem in pseudo-polynomial time. 
We construct a schedule backwards from job ,n  by 
placing job 1−n  either before or after job ,n  and like-
wise for the others. By Theorem 1, this construction is 
enough to find determine an optimal schedule. 

Let sh  be the slowest machine under scenario s and 
let ,1 .∈ =

= ∑ s

n s
s S h jjP max p  For each , ≤k l n  and , ≤s s

i iL R  
,P  let 1, , 1 1, ,( , ; (( ) , ( ) )= − = + ∈" "s s

s s
i i h i i h m s SN k l L R  denote a 

node such that 
• Jobs in { }, 1, ,− "n n k  have been scheduled already; 
• l is the number of jobs positioned strictly before job n 

in { }1, 2, , ;− − "n n k  
• For each ,∈ s

is S L  is the difference between the start 
times of the first job on machine i and i+1, i = 1, 2, 
…, hs-1; 

• For each ,∈ s
is S R  is the difference between the com-

pletion times of the last job on machine i-1 and i, i = 
hs+1, …, m. 

 
Let , 1, , 1 , 1, ,( , 0; (( ) , ( ) ) )= − = + ∈" "s s

s s
i n i h i n i h m s SN n p p  and t be 

the source and sink nodes, respectively. For 1, ,= − "k n  
1,  let 1, , 1 1, ,( 1, ; (( ) , ( ) ) )= − = + ∈+ " "s s

s s
i i h i i h m s SN k l L R  be con-

nected to two nodes with weight 0 as follows. First, let it 
be connected to 1, , 1 1, ,( , ; (( ) , ( ) ) )= − = + ∈" "s s

s s
i i h i i h m s SN k l L R   

such that for each ,∈s S  
 

1 , 1, 1 ,
1

,

,+ + +
+

⎧ − + >⎪= ⎨
⎪⎩

s s s s s
s

s s s s s
h h k h k h h ks

h s
i k

R p p if R p
R

p otherwise
 

 
and for i = hs+2, …, m, 

 
1

, ,1 1

1
,1 1

,

,−
= + = +

−
= + = +

⎧ − − +
⎪
⎪= ⎨ > +
⎪
⎪
⎩

∑ ∑
∑ ∑

ss s

ss s

i is s s s
g g h k i kg h g h

s i is s s
i g g h kg h g h

s
i k

R R p p

R if R R p

p otherwise

 

 
Note that 

s
iR  is recursively calculated from i = 

hs+1 to m. Second, let it be connected to ( , 1; (( )+ s
iN k l L  

1, , 1 1, ,, ( ) ) )= − = + ∈" "s s
s

i h i i h m s SR  such that for each ,∈s S  
 

1 , 1, 1 ,
1

,

,− − −
−

⎧ − + >⎪= ⎨
⎪⎩

s s s s s
s s s s s
h h k h k h h ks

h s
i k

L p p if L p
L

p othewise
 

 
and for 2, , ,= − −"si h m  

 
1 1

, ,1

1 1
,1

,

,− −
= = +

− −
= = +

⎧ − − +
⎪
⎪
⎨ > +
⎪
⎪
⎩

∑ ∑
∑ ∑

s s
s

s s
s

h hs s s s
g g h k i kg i g i

s h hs s s
i g g h kg i g i

s
i k

L L p p

L if L L p

p otherwise

 

 
Note that 

s
iL  is recursively calculated from i = hs-1 

to 1. For l = 0, 1, …, n-1, let 1, , 1(1, ; (( ) ,= −" s
s
i i hN l L  

1, ,( ) )= + "s
s
i i h mR  be connected to the sink node with weight 

 

{ }1 *
,1 1 1 ( )−

∈ = = = +
+ + −∑ ∑ ∑s

s s

n h ms s s s
s S h j i i max sj i i hmax p L R C σ  

 
Note that when all jobs are determined, ,1=∑ s

n s
h jj p  

1
1 1
−

= = +
+ +∑ ∑s

s

h ms s
i ii i hL R  is the makepspan under scenario 

s, and 
*
sσ  can be obtained in polynomial time by the 

algorithm in (Choi et al., 2011). The objective is to find 
the shortest path between the source and the sink nodes. 
It is clear that the shortest path in the reduced graph 
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represents the optimal schedule of Problem OP. 
 

Theorem 2: Problem OP can be solved in 
2 ( 1)( ).m vO n P −  

 
Proof: The number of nodes in the reduced graph is 

2 ( 1)( ).m vO n P −
 Since the number of edges emanating from 

each node is at most two, the total number of edges is at 
most 

2 ( 1)( )m vO n P −
 We can use the algorithm of Ahuja et 

al. (1990) to obtain the shortest path problem between 
the source and the sink nodes. The running time of the 
algorithm becomes 

2 ( 1)( ).m vO n P −  ■ 

4.  COMPUTATIONAL COMPLEXITY OF 
PROBLEMS OP-DIVIDE, OP-MAX AND 
OP-PLUS 

This section establishes the computational com-
plexity of Problems OP-Divide, OP-Max, and OP-Plus. 

4.1 NP-hardness of Problems OP-Divide and 
OP-Max 

This subsection shows that Problems OP-Divide 
and OP-Max are NP-hard even for the case with two 
machines and two scenarios. 

 
Theorem 3: Problem OP-Divide with two machines and 
two scenarios is NP-hard. 
 
Proof: The proof is given in Appendix A. ■ 
 
Theorem 4: Problem OP-Max with two machines and 
two scenarios is NP-hard. 
 
Proof: The proof is given in Appendix B. ■ 
 
Corollary 1: Problem OP with a fixed number of ma-
chines and scenarios is NP-hard in the ordinary sense. 
 
Proof: It immediately holds from Theorems 1 and 3 
(or 4). ■ 

4.2 Polynomiality of Problem OP-Plus 

This subsection shows that Problem OP-Plus with a 
fixed number of machines and scenarios is polynomially 
solvable. To derive its polynomiality, we use ( , ;N k l=  

1, , 1 1, ,(( ) , ( ) )= − = + ∈" "s s
s s
i i h i i h m s SL R  defined in the Section 3, 

and replace 
s
iL  and 

s
iR  with different information. Let 

( , , )L Rnσ σ σ′ ′=  be the subschedule corresponding to this 
node, where ( )L Rσ σ′ ′  is the subschedule consisting of 
jobs sequenced before (after) job n. For simplicity of 
notations, let ( , )L L nσ σ′=  and ( , ).R Rnσ σ′=  Let 1z  and 

2z  be the first and last jobs in ,σ  respectively. Let 
, ( )s

max i RC σ  be the completion time of job 2z  on machine 
i under scenario s in .Rσ  Note that for 1, , ,si h m= + "   

, , 1( ) ( )−= −s s s
i max i R max i RR C Cσ σ  

 
For 1, , ,si h m= + "  let ( ), , 1, , −= "

s

s s s
i i h i iβ β β  be the vec-

tor of the jobs for Rσ  under scenario s, which deter-
mines the completion of 2z  on machine i under scenario 
s. For , , 1,sg h i= −"  and 1, , ,si h m= + "  let ,

s
i gb  be the 

number of jobs positioned after job , ,s
i gβ  and ,

s
i gB  be the 

set of jobs from job , 1−
s
i gβ  to ,

s
i gβ  where , 1− =

s
s
i h nβ  and 

, 2.=s
i i zβ  Note that , , 1 , 1.−= − +s s s

i g i g i gB b b  Then, 
 

,

, ,( )
= ∈

= ∑ ∑
ss i g

i
s s
max i R g j

g h j B

C pσ  

,

1

, 1 ,( 1)
−

−
∈ = =

= + + − +∑ ∑ ∑s
i g

R s s

i i
s s s

j i g i g g
j g h g h

p p b b q
β

σ
 

Thus, 

,

1

, 1 ,( 1)
−

−
∈ =

= + − +∑ ∑s
i g

s s

i i
s s s s
i i g i g g

g h g h
R p b b q

β
 

1,

2 1

1, 1 1,( 1)
−

− −

− − −
∈ =

− − − +∑ ∑s
i g

s s

i i
s s s
i g i g g

g h g h
p b b q
β

 

 
Hence, we can use the information of ,

s
i gβ  and 

s
ib  in-

stead of , 1, , .s
i sR i h m= + "  

For the consistency of notations, without loss of 
generality, assume that jobs before job n are processed 
from machines sh  to 1. In this case, job 1z  becomes the 
last job in .Lσ  Let , ( )s

max i LC σ  be the completion time of 
job 1z  on machine i under scenario s in .Lσ  Note that 
for 1, , 1,si h= − "  

 
, , 1( ) ( ).+= −s s s

i max i L max i LL C Cσ σ  
 

Similarly, for 1, , 1,si h= − "  let , , 1( , , )−= "
s

s s s
i i i i hα α α  be 

the vector of the jobs for Lσ  under scenario s, which de-
termines the completion of 2z  on machine i under sce-
nario s. For , , 1sg i h= −"  and 1, , 1,si h= − "  let ,

s
i gα  

be the number of jobs positioned after job , ,s
i gα  and 

,
s
i gA  be the set of jobs from job , 1−

s
i gα  to ,

s
i gα  where 

, 1 1− =s
i g zα  and , .=

s

s
i h nα  Note that , , , 1 1.−= − +s s s

i g i g i gA a a  
Then, 

 

,

, ,( )
= ∈

= ∑ ∑
s

s
i g

h
s s
max i L g j

g i j A

C pσ   

,

1

, , 1( 1)
−

−
∈ = =

= + + − +∑ ∑ ∑
s s

s
i g

L

h h
s s s

j i g i g g
j g i g i

p p a a q
α

σ
 

 
Thus, 

 

,

1

, , 1( 1)
−

−
= =

= + − +∑ ∑
s s

s
i g

h h
s s s s
i i g i g g

g i g i
L p a a q

α
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1,

1

1, 1, 1
1 1

( 1)
+

−

+ + −
= + = +

− − − +∑ ∑
s s

s
i g

h h
s s s
i g i g g

g i g i
p a a q
α

 

 
Hence, we can use 

s
iα  and 

s
ia  instead of 

s
iL  for 1,i =  

, 1.sh −"  Thus, instead of 1, , 1 1( , ; (( ) , ( ) ,= − = −" s s
s s
i i h i i hN k l L R  

1, ,( ) ) ),= + ∈"s
s
i i h m s SR  we can use 

 
1, , 1 1, ,( , ; (( , ) , ( , ) ) ),= − = + ∈" "s s

s s s s
i i i h i i i h m s SN k l a bα β  

 
For 1, , 1,k n= − "  let 1, , 1( 1, ; (( , ) , ( , )= −+ " s

s s s s
i i i h i iN k l a bα β  

1, , ) )= + ∈"si h m s S  be connected to two nodes with weight 0 
as follows. First, let it be connected to ( , ; (( , )s s

i iN k l aα  
1, , 1 1, ,, ( , ) ) ),= − = + ∈" "s s

s s
i h i i i h m s Sbβ  such that 

s s
i iα α=  and 

s
ia  

s
ia=  for 1, , 1si h= −"  and 

 

( )

1
,1 1

1 1, ( , 0)

1si
−

= + = +

− −

⎧ = = + > +⎪
⎨
⎪ = =
⎩

∑ ∑ ss s

i is s s s s s s
i i i i g g h kg h g h

s s s s
i i i i

and b b if R R p

k and b b otherwise

β β

β β

 
where 1si  is the si h−  dimensional one vector for si h=  

1, , .m+ "  Second, let it be connected to ( , 1; (( ,s
iN k l α+  

1, , 1 1, ,) , ( , ) ) ),= − = + ∈" "s s
s s s
i i h i i i h m s Sa bβ  such that 

s s
i iβ β=  and 

s s
i ib b=  for 1, ,si h m= + "  and 

 

( )

1 1
,1 1

1 1, (0, )

1si
− −
= = +

− −

⎧ = = + > +⎪
⎨
⎪ = =
⎩

∑ ∑s s
s

h hs s s s s s s
i i i i g g h kg g i

s s s s
i i i i

and a a if L L p

k and a a otherwise

α α

α α

 
where 1si  is the sh i−  dimensional one vector for si h=  

1, , 1.− "  
 

Theorem 5: Problem OP-Plus with a fixed number of 
machines and scenarios is polynomially solvable. 
 
Proof: Since we use ( , )s s

i iaα  instead of 
s
iL  for 1, ,i = "  

1sh −  and ( , )s s
i ibβ  instead of 

s
iR  for 1, ,si h m= + "  dur-

ing the reduction, the number of nodes is 
 

{ }2 ( 1) ( )( 1) ,s s s s
s S

h h m h m h
∈

+ − + − − +∑  

 
where is less than or equal to ( 1) 2.m m v− +  Thus, the 
running time to solve the reduced shortest path problem 
is 

( 1) 2( ).m m vO n − +  ■ 
 

Remark 1: Theorems 1-5 hold for the min--max version 
of Problem OP by replacing 

*( )s
max sC σ  with 0. 

5.  CONCLUDING REMARKS AND FUTURE 
WORKS  

We consider the min-max regret version of an m-
machine ordered flow shop scheduling problem with un-
certain processing times where the performance measure 

is the makespan. The uncertainty for the processing time 
is described through a set of discrete processing time 
scenarios. We show that the problem with a fixed num-
ber of machines and scenarios is NP-hard in the ordinary 
sense, and furthermore, the problem with two machines 
and two scenarios remains NP-hard, even if , /s

i j jp p=  
s
iq  or { }, max , .s s

i j j ip p q=  Finally, we present the poly-
nomial time approach to solve the problem with a fixed 
number of machines and scenarios if , .s s

i j j ip p q= +  
 
For future research, it would be interesting to con-

sider the interval scenario version of our problem. 
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Appendix A: Proof of Theorem 3 

We reduce the partition problem, defined below, to 
Problem OP-Divide: Given n integers { }1 2, , , na a a"  such 
that 1 2 ,n

jj a A
=

=∑  is there a set B such that ?jj B a A
∈

=∑   
Without loss of generality, assume that all integers 

in { }1 2, , , na a a"  are the multiples of 10. 
Given an instance of the partition problem, we can 

construct an instance of Problem OP-Divide with two 
machines and two scenarios as follows: 
• 2

1, 1, 2, , ,j j np a j n p A+= = ="  and 2 3 1;n np p+ += =  
• 1

1 1/q A=  and 
1
2 1;q =  

• 2
1 1q =  and 

2
2 1/ .q A=  

 
Clearly, this reduction can be done in polynomial 

time. We, henceforth, will show that there is a schedule 
σ  such that ( ) 0z σ =  if and only if there is a solution to 
the partition problem. It is observed from this reduction 
that  
• The optimal schedules under scenarios 1 and 2 are 

LPT and SPT orders, respectively; 
• Since integers in { }1 2, , , na a a"  are the multiples of 10, 

1 *
1( )maxC σ  and 

2 *
2( )maxC σ  can be described as follows: 

 
1 * 2 * 3 2

1 2( ) ( ) 2 2 1.max maxC C A A Aσ σ= = + + +  
 
Suppose that there exists a set B  in the partition 

problem such that .jj B a A
∈

=∑  Then we can construct a 
new schedule ( 2, , 1, , 3),B Bn n nσ σ σ ′= + + +  where Bσ  
is the SPT subschedule of jobs in B  and Bσ ′  is the LPT 
subschedule of jobs in { }1, 2, , \ .n B"  Note that jj B p

∈∑  
.jj B p A′∈

= =∑  Under scenario 1, since 2j nj B p p +′∈
=∑  

2A=  and 1, 3 2, ,n jj Bp p A+ ′∈
= =∑  schedule σ  can be de-

scribed as Figure 1 below. 
 

A 2A 3A 2A A 1

1+n

1+n

2+n 3+nB ′B

′B

 
Figure 1. The Makespan of σ  under Scenario 1 
 

Thus, the makespan of σ  under scenario 1 is 
 

1, 2 1, 1, 1n j nj Bp p p+ +∈
+ +∑ 1, 1, 3 2, 3+ +′∈

+ + +∑ j n nj B p p p  
3 22 2 1.A A A= + + +  

 
Since 

1 2
1 2q q=  and 

1 2
2 1 ,q q=  it is observed from the re-

versibility of flow shops that 
1 2( ) ( ).max maxC Cσ σ=  Thus, 

since 
1 2 1 * 2 *

1 2( ) ( ) ( ) ( ),max max max maxC C C Cσ σ σ σ= = =  
 

{ }*
1,2( ) ( ) ( ) 0.s s

s max max sz max C Cσ σ σ== − =  

 
Suppose that there exists a schedule 

1 2
( , 1, )B Bnσ σ σ= +

�  

such that 
• ( ) 0;z σ =

�  
• 1 2( )B B  is the set of jobs positioned before (after) job 

1;n +  
• By Theorem 1, 

1Bσ  is the SPT subschedule of jobs in 
1B  and 

2Bσ  is the LPT subschedule of jobs in {1, 2,  
} 1, 3 \ .n B+"  

 
Note that since 

1 *
1( )maxC σ  and 

2 *
2( )maxC σ  have the con-

stant term 1 and integers in { }1 2, , , np p p"  are all mul-
tiples of 10,  
• 12n B+ ∈  and 23 ,n B+ ∈  or 22n B+ ∈  and 13 .n B+ ∈  

 
Without loss of generality, henceforth, we assume 

that 12n B+ ∈  and 23n B+ ∈  in .σ�  Then, we can show 

1
1jj B p A

∈
= +∑  which implies { }1 \ 2B n +  is a solution 

of partition problem. Consider two cases. 
 

Case 1: 
1

1jj B p A
∈

= +∑  
 

Let 
1

1 ,jj B p A k
∈

= + +∑  where 1.k ≥  Then, since 
1
1, 1np +  

3 1 2
2, 1, += =nA p A  and 

2

1
2, 1

∈
= + −∑ jj B p A k  

 

1 2

1 1 1 1 1
1, 1, 1 2, 1 2,ˆ( )max j n n jj B j BC p p p pσ + +∈ ∈

≥ + + +∑ ∑  
3 2( 1 ) ( 1 )A A k A A A k= + + + + + + −  

3 2 3 22 ( 2) 1 2 3 .A A k A k A A A= + + + − + ≥ + +  
 

Since 3 2 1,A A> +  
 

1 3 2( ) 2 2 1,maxC A A Aσ > + + +
�  

 
which implies  

 
1 1 *

1( ) ( ) ( ) 0.max maxz C Cσ σ σ≥ − >
� �  

 
This is a contradiction. 

 
Case 2: 

1
1jj B p A

∈
< +∑  

 
Let 

1
1 ,jj B p A k

∈
< + −∑  where 1.k ≥  Then, since 

2
1, 1np +  

2 2 3
2, 1, += =nA p A  and 

2

2
2, ( 1 ),

∈
= + +∑ jj B p A A k  

 

1 2

2 2 2 2 2
1, 1, 1 2, 1 2,ˆ( ) + +∈ ∈

≥ + + +∑ ∑max j n n jj B j BC p p p pσ  
2 3( 1 ) ( 1 )A A k A A A k= + − + + + + +  

3 22 ( 2) 1A A k A k= + + + − +  
3 22 3 .A A A≥ + +  

 
Since 3 2 1,A A> +  

 
2 3 2ˆ( ) 2 2 1,maxC A A Aσ > + + +  

 
which implies  
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2 2 *
2ˆ ˆ( ) ( ) ( ) 0.max maxz C Cσ σ σ≥ − >  

 
This is a contradiction. 
By case 1 and case 2, the proof is complete. 

Appendix B: Proof of Theorem 4 

We reduce the equal cardinality partition problem, 
which is stated as follows: Given 2n integers { 1 2, , ,b b "  

}2nb  such that 
2

1 2 ,n
jj b K

=
=∑  is there a subset {1,B ⊆  

}2, , 2n"  such that jj Bb K
∈

=∑  and ?B n=  Without 
loss of generality, assume that 10,n ≥  and all integers 
in { }1 2 2, , , nb b b"  are the multiples of 10. 

 
Given an instance of the equal cardinality partition 

problem, we can construct an instance of Problem OP-
Max with two machines and two scenarios as follows: 
• 2 1 2 2, 1, 2, , 2 , 1j j n np b K j n p p+ += = = ="  and 2 3np + =  

2;nK  
• 1

1 0q =  and 
1 2
2 ;q K=  

• 2 2
1q K=  and 

2
2 0.q =  

 
Clearly, this reduction can be done in polynomial 

time. We, henceforth, will show that there is a schedule 
σ  such that ( ) 0z σ =  if and only if there is a solution to 
the equal cardinality partition problem. In this reduction, 
we observe that 
• The optimal schedules under scenarios 1 and 2 are 

SPT and LPT orders, respectively; 
• 1 *

1( )maxC σ  and 
2 *

2( )maxC σ  can be described as follows: 
 

1 * 2 * 2
1 2( ) ( ) (3 2) 1.max maxC C n Kσ σ= = + +  

 
Suppose that there exists a set B  in the equal car-

dinality partition problem such that jj B b K
∈

=∑  and B  
.n=  Then we can construct a new schedule (2 1,nσ = +  
, 2 3, , 2 2),B Bn nσ σ ′+ +  where 

• Bσ  is the SPT subschedule of jobs in ;B  
• Bσ ′  is the LPT subschedule of jobs in {1, 2, ,B′ = "  

}2 \ .n B  
 

Then, since 
1 1 2 1 2
1,2 1 2,2 1 2,1, ,+ += = =n n jp p K p K  for j B∈  

,B′∪  
1 2
2,2 3 ,+ =np nK 1 2

2,2 2+ =np K  and ,B B n′= =  
 

1 1 1 1
1,2 1 2,2 1 2,( ) + + ∈

= + +∑max n n jj BC p p pσ  
1 1 1
2,2 3 2, 2,2 2+ +′∈

+ + +∑n j nj Bp p p  
2 2 2 2 2 21 (3 2) 1,K nK nK nK K n K= + + + + + = + +  

 
and, since 

2 2 2 2 2 2
1,2 1 1,2 3 1,, ,+ += = =n n jp K p nK p K  for ∈ ∪j B  

2 2 2
1,2 2 2,2 2, , 1+ +′ = =n nB p K p  and ,B B n′= =  

 
2 2 2 2

1,2 1 1, 1, 3( ) + +∈
= + +∑max n j nj BC p p pσ  

2 2 2
1, 1,2 2 2,2 2+ +′∈

+ + +∑ j n nj B p p p  

2 2 2 2 2 21 (3 2) 1.K nK nK nK K n K= + + + + + = + +  
 

Thus, 

{ }*
1,2( ) ( ) ( ) 0.== − =s s

s max max sz max C Cσ σ σ  

Suppose that there exists a schedule 
1 2

ˆ ( , 1, )B Bnσ σ σ= +  
such that 
• ˆ( ) 0;z σ =  
• 1 2( )B B  is the set of jobs positioned before (after) job 

2 3;n +  
• By Theorem 1, 

1Bσ  is the SPT subschedule of jobs in 
1B  and 

2Bσ  is the LPT subschedule of jobs in {1, 2,  
} 1, 2 , 2 1, 2 2 \ .n n n B+ +"  

 
Note that since 

1 *
1( )maxC σ  and 

2 *
2( )maxC σ  have the constant 

term 1 and integers in { }1 2 2 2 3, , , ,n np p p p +"  are all mul-
tiples of 10,  
• 12 1n B+ ∈  and 22 2 ,n B+ ∈  or 22 2n B+ ∈  and 12 1 .n B+ ∈  

 
Without loss of generality, henceforth, we assume that 

12 1n B+ ∈  and 22 2n B+ ∈  in ˆ.σ  Let { }1 1 \ 2 1B B n= +  

and { }2 2 \ 2 2 .B B n= +  Then, we will show 1 2
ˆ ˆB B=  and 

1

2
ˆ jj B p K

∈
=∑  which imply 1B̂  is a solution of equal 

cardinality partition problem. 
 

Claim 1: 1 2
ˆ ˆ .B B=  

Proof: Suppose that 1 2
ˆ ˆ .B B>  Then, it is observed that 

since 
2 2
1, jp K=  for 1

ˆ ,j B∈  1
ˆ 1B n≥ +  and 10,n ≥  

1 2

2 2 2
ˆ ˆ1, 2, ( 1) 1.

∈ ∈
+ ≥ + +∑ ∑j jj B j Bp p n K  

Then, by this inequality, 
2 2 2 2
1,2 1 1,2 3 2,2 3,+ + += =n n np K p p  

2= nK  and 
2
2,2 2 1,+ =np  

 

1

2 2 2
ˆ1,2 1 1,ˆ( ) + ∈

≥ +∑max n jj BC p pσ  

2

2 2 2 2
ˆ1,2 3 2,2 3 2, 2,2 2+ + +∈

+ + + +∑n n j nj Bp p p p  
2 2 2 2 2( 1) 1 (3 2) 2,K n K nK nK n K≥ + + + + + = + +

 
Thus, 

2 2 *
2ˆ ˆ( ) ( ) ( ) 1.max maxz C Cσ σ σ≥ − ≥  This is a contradic-

tion.  
The argument above can be similarly applied to the 

case with 1 2
ˆ ˆ .B B<  The proof is complete. ■ 

 
Henceforth, we consider only the schedules satisfy-

ing Claim 1. Consider two cases. 
 

Case 1: 
1

2
ˆ jj B p K

∈
>∑  

 
It is observed that since for 1

ˆ ,j B∈  1
ˆ 1B n≥ +  and 10,n ≥  

1

1 2
ˆ 1,, 1, 2, , 2 , .

∈
= = ≥ +∑"j j jj Bp b K j n p K K  Thus, since 

2

1 1 1 2 1 2
ˆ1,2 1 1,2 3 2,2 3 2,1, ,+ + + ∈

= = = =∑n n n jj Bp p p nK p nK  and 
1 2
2,2 2 ,+ =np K   
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1

1 1 1 1
ˆ1,2 1 1, 1,2 3ˆ( ) + +∈

≥ + +∑max n j nj BC p p pσ  

2

1 1 1
ˆ2,2 3 2, 2,2 2+ +∈

+ + +∑n j nj Bp p p  
2 2 2 2 21 K K nK nK nK K≥ + + + + + +  

2(3 2) 1.n K K= + + +  
 

Thus, 
1 1 *

1ˆ ˆ( ) ( ) ( ) .≥ − ≥max maxz C C Kσ σ σ  This is a contradic-
tion. 

 
Case 2: 

1

2
ˆ jj B p K

∈
<∑  

 
It is observed that since 

2
ˆ, 1, 2, , 2 ,

∈
= = ∑"j j j Bp b K j n   

2 2
2, .≥ +jp K K  Thus, since 

1

2 2 2 2
ˆ1,2 1 1,, ,+ ∈

= ≥∑n jj Bp K p nK  
2 2 2
1, 2 3 2,2 3+ += =n np p nK  and 

2
2,2 2 1,+ =np  

 

1

2 2 2 2
ˆ1, 2 1 1, 1, 2 3ˆ( ) + +∈

≥ + +∑max n j nj BC p p pσ  

2

2 2 2
ˆ2, 2 3 2, 2, 2 2+ +∈

+ + +∑n j nj Bp p p  
2 2 2 2 2 1K nK nK nK K k≥ + + + + + +  

2(3 2) 1.n K K= + + +  
 

Thus, 
2 2 *

2ˆ ˆ( ) ( ) ( ) .max maxz C C Kσ σ σ≥ − ≥  This is a contradic-
tion.  
By cases 1 and 2, the proof is complete. 

 
 
 


