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ABSTRACT 
 
In this paper, we describe an adaptive Markov chain Monte Carlo-based particle filter that effectively addresses real-time multi-face 
tracking on mobile platforms. Because traditional approaches based on a particle filter require an enormous number of particles, the 
processing time is high. This is a serious issue, especially on low performance devices such as mobile phones. To resolve this 
problem, we developed a tracker that includes a more sophisticated likelihood model to reduce the number of particles and maintain 
the identity of the tracked faces. In our proposed tracker, the number of particles is adjusted during the sampling process using an 
adaptive sampling scheme. The adaptive sampling scheme is designed based on the average acceptance ratio of sampled particles of 
each face. Moreover, a likelihood model based on color information is combined with corner features to improve the accuracy of the 
sample measurement. The proposed tracker applied on various videos confirmed a significant decrease in processing time compared 
to traditional approaches. 
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1. INTRODUCTION 
 

 The real-time object detection or tracking is one of the 
fundamental steps for a number of advanced systems in 
computer vision such as human-computer interaction, 
augmented reality and video-surveillance. Moreover, human 
faces play an important role in human communication. Thus, 
face detection and tracking has been a research interest of many 
researchers on computer vision. Over the past years, numerous 
methods have been proposed on face detection and tracking. 

The most basic approach to solve face tracking problem is 
to employ face detection [1] on every frame. However, despite 
much progress performed in recent years on multi-face 
detection, there are indeed many situations where faces are not 
detected, which is especially due to the variations of face 
appearance, lighting conditions or partial or full occlusion of 
the face. Face detectors are normally applied on simple 
scenarios, where people predominantly look towards the 
camera. However, it is the less common head poses that people 
naturally take. Besides, processing time of face detectors is 
normally considerable. As a consequence, it reduces the 
number of frames recorded per second, thus lowering the 
quality of recorded videos. Therefore, in practice, robust face 
trackers are combined with face detectors not only to improve 
the detection results but also to reduce the processing time. 
Numerous methods for visual tracking of faces have been 
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proposed in the literature. These methods can be classified into 
two classes, single-face tracking and multi-face tracking. 

The complexity of single-face video screen is less than 
that of multi-face video screen. Thus, a lot of effective tracking 
methods have been proposed for single-face tracking. Yui Man 
Lui et al. [2] presented an adaptive framework for condensation 
algorithms in the context of human-face tracking. He addressed 
the face tracking problem by making factored sampling more 
efficient and appearance update more effective. Ruian Liu et al. 
[3] used adaboost for face detection and adaptive mean shift 
algorithm for face tracking. P. Jimenez et al. [4] proposed a 
method for robust tracking and estimating the face pose of a 
person using stereo vision. In this method, a face model is 
automatically initialized and constructed online: a fixed point 
distribution is superposed over the face when it is frontal to the 
cameras, and several appropriate points close to those locations 
are chosen for tracking. Vidit Saxena et al. [5] presented a real-
time face tracking system using rank deficient face detection. 
Motion estimation and compensation are then incorporated in 
the system to ensure robust tracking, to minimize false 
detections, and for persistent tracking of the desired face. Liang 
Wang et al. [6] combined two sophisticated techniques of 
motion detection and template matching for detection and 
tracking of human faces. He used a statistical model of skin 
color and shape information to detect face in the first frame, 
and initialize it as an appearance-based intensity template for 
subsequent tracking. Derek Magee et al. [7] presented an 
efficient and general framework for the incorporation of 
statistical prior information, based on a wide variety of 
detectable point features, into level set based object tracking. 

http://dx.doi.org/10.5392/IJoC.2014.10.3.017 



18 Soo Hyung Kim : Adaptive MCMC-Based Particle Filter for Real-Time Multi-Face Tracking on Mobile Platforms 
 

International Journal of Contents, Vol.10, No.3, Sep. 2014 

The level set evolution is based on the interpolation of 
likelihood gradients using kernels centered at the features. Jun 
Wang et al. [8] proposed an improved camshift-based particle 
filter algorithm for face tracking. He presented a novel feature 
extraction method called the block rotation-invariant uniform 
local binary pattern, and combine with color features to 
represent the appearance model of face in tracking tasks. 

For multi-face tracking, due to its complexity in video 
screen, particle filter [9]-[12], also known as the sequential 
Monte Carlo [13], becomes the most popular framework 
chosen by researchers. The basic concept of the particle filter is 
to use a set of weighted particles to approximate the true 
filtering distribution. Particle filters offer a degree of robustness 
to unpredictable motion and can correctly handle complicated, 
non-linear measurement models. When tracking multi-faces, 
simply running one individual particle filter for each face is not 
a viable option. Particle filter itself can not address the complex 
interactions between faces and leads to frequent tracker failures. 
Whenever faces pass close to one another, the face with the 
best likelihood score typically affects the filters of nearby faces.  

 

  
 (a) Frame 4366                     (b) Frame 4391 

  
(c) Frame 4460 

Fig. 1. Problem of particle filter, (a) two faces tracked using 
independent particle filters, (b) the face with the best likelihood 
score typically affects the filter of the nearby face, (c) resulting 

tracker failure 
 
This is illustrated in Fig. 1 [23]. To address this issue, Zia 

Khan et al. [14] proposed a method by incorporating a Markov 
random field (MRF) to model interactions and improve 
tracking when faces interact. Besides, he replaced the 
traditional importance sampling step in the particle filter, which 
suffers from exponential complexity in the number of tracked 
faces, with a Markov chain Monte Carlo (MCMC) sampling 
step. Recently, many other researchers have improved Khan’s 
method and proposed their improvement based on MCMC-
based particle filter. I. Zuriarrain et al. [15] presented a 
MCMC-based particle filter to track multiple persons dedicated 
to video surveillance applications. He used saliency map 
proposal distribution to limit the well-known burst in terms of 
particles and MCMC iterations. Stefan Duffner et al. [16] 
presented a multi-face tracking algorithm that effectively deals 
with missing or uncertain detections in a principled way. The 

tracking is formulated in a multi-object state-space Bayesian 
filtering framework solved with MCMC. Anh-Tuyet Vu et al. 
[17] proposed a new multi-target tracking algorithm capable of 
tracking an unknown number of targets that move close and/or 
cross each other in a dense environment. Xiuzhuang Zhou et al. 
[18] proposed a sampling-based tracking scheme for the abrupt 
motion problem in the Bayesian filtering framework. Rather 
than simply adopting the sequential importance resampling or 
standard MCMC sampling algorithm, he proposed a more 
effective dynamic sampling scheme to sample from the filtering 
distribution by using the stochastic approximation Monte Carlo 
(SAMC) algorithm and present a sequential SAMC sampling 
algorithm for the tracking of abrupt motion, which 
demonstrates superiority in dealing with the local-trap problem 
with less computational burden. These presented methods run 
efficiently under its purpose, and the authors claim that they 
can run in real-time. However, the experiments of these 
methods were done in videos with low frame rate, (e.g. 10-15 
fps [16], 25 fps [18]), and the testing environment is high 
performance computer, (e.g. 2.8 GHz [18], 3.16 GHz [16]).  

As, nowadays, smart phones mounting high resolution 
cameras are widely used in the world, a fast face tracking 
approach running in a low performance device is highly 
demanded in human life. Thus, in this paper, we propose a 
novel method using MCMC and particle filter that effectively 
deals with real-time multi-face tracking on mobile. Based on 
our observations, there are two factors that affect the processing 
time of particle filter, the number of sampled particles and the 
likelihood computation. These recent methods require a huge 
number of particles, for examples, 500 particles [16] and 300 
particles [18]. To reduce the number of particles, we design an 
adaptive sampling scheme to track the acceptance ratio of 
sampled particles of each face. Since, the smaller the number of 
particles used, the lower the accuracy achieved, we need to 
develop a more sophisticated likelihood model to accurately 
measure the sampled particles. However, likelihood 
computation is one of two factors that affects the processing 
time of particle filter. Thus, we choose a color based histogram 
model [12] as the main model for likelihood measurement 
because of its simple computation. Since the raw data taken 
from mobile cameras is in YUV color space, we keep using this 
data to reduce the converting time to another color space. A 
weight mask is applied to each particle to increase the meaning 
of face center in likelihood computation. Moreover, a fast 
corner detector will be used to improve the likelihood score of 
each particle, depending on the proportion of detected corners 
inside each particle to the total number of detected corners. 

The rest of the paper is organized as follows. Section 2 
presents our adaptive MCMC-based particle filter (AMCMC-
PF) method. Implementation details and experimental results 
are presented in section 3. Conclusions can be found in section 
4. 

 
 

2. PROPOSED METHOD 
 

Our primary goal in multi-face tracking is to estimate the 
posterior distribution ( )'

1:|t tP X Z  over the state '
tX  at the 
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current time step t, given all observations { }1: 1,...,t tZ Z Z= up to 

that time step, according to: 
 

( ) ( ) ( ) ( )
'

1

' ' ' ' ' '
1: 1 1 1: 1 1| | | |

t

t t t t t t t t t
X

P X Z cP Z X P X X P X Z dX
−

− − − −= × ∫  (1)

Here c is normalization constant, the likelihood ( )'|t tP Z X  

expresses the measurement model or likelihood model, the 
probability we would have observed the measurement tZ  

given the state '
tX  at time t, and the motion model 

( )' '
1|t tP X X − predicts the state '

tX  given the previous state
'

1tX − . These models are described more detail in the following 
sections. 
 

 
2.1 State Space 

A state '
tX of faces contains all the information to identify 

faces, including the position, scale and eccentricity (i.e. the 
ratio between height and width) of the face bounding box. In 
addition to this necessary information, due to interactions and 
occlusions in multi-face tracking, faces may appear or 
disappear under observation. Thus the number and identity of 
the faces need to be estimated. To model this, a new variable, 
namely the set of identifiers tk  of faces currently in view [19], 
is introduced. Suppose that M is the maximum number of faces 

visible at a current time step, we can define a state '
tX  as: 

 

( )' ,t t tX X k=                         (2) 

 

where { }, 1..t i t i M
X X

=
=  and { }, 1..t i t i M

k k
=

= . Each ,i tX  

contains the position, scale and eccentricity of face i at time t, 
and each ,i tk  denotes the status of face i at time t (Eq. 3). 

 

,
1
0

th

i t
if thei faceis visible at timet

k
otherwise

⎧⎪= ⎨
⎪⎩

        (3) 

 
2.2Motion Model 

The motion model describes the relationship between the 
current state '

tX and the previous state '
1tX − . In overall motion 

model is defined as: 
 

( ) ( )' '
1 0 , 1

1

( | ) | | ,
M

t t t t i t t t
i

P X X X k P X X kπ− −
=

∝ ∏       (4) 

 
Here ( )0 |t tX kπ  is the interaction prior which prevents 

faces to become too close to each other. 0π  is defined as: 
 

( ) ( )
( ){ }

0 , ,
,

| ,t t i t j t
i j

X k X Xπ φ
∈Ω

= ∏       (5) 

where the set ( ) ( ) ( ) ( ){ }, ,, | 1 1i t j ti j k k i jΩ = = ∧ = ∧ ≠  

consists all possible pairs of faces that are visible, and the φ  
function describes the interaction between two visible faces. In 
our framework, 0π is estimated as: 

( ) ( )
{ }

0 , ,
,

| exp ,t t g i t j t
i j

X k g X Xπ λ
∈Ω

⎛ ⎞
∝ −⎜ ⎟⎜ ⎟

⎝ ⎠
∑     (6) 

where 

( ) ( )
, ,

2
, i j

i t j t
i j

B B
g X X

B B

∩
=

+
  (7) 

is the penalty function describing the proportion of the 
intersection area to the average area of two bounding boxes iB  

and jB  defined by ,i tX  and ,j tX , respectively. gλ  is a 

constant factor that controls the strength of the interaction prior. 
The motion of each face is describe more precisely as: 
 

( ) ( ), , 1 ,
, 1

| 1
| ,

1
i t i t i t

i t t t

P X X if k
P X X k

otherwise
−

−

⎧ =⎪= ⎨
⎪⎩

        (8) 

 

To describe the motion ( ), , 1|i t i tP X X −  of each visible 

face, the first order auto-regressive model is used to update the 
position parameter. Since the scale and eccentricity parameters 
are more stable than the position parameter, these parameters 
are only updated when a face detector tries to reinitialize the 
state space after a number of frames. 
 

 
2.3 Likelihood Model 
 
2.3.1 Color-Based Likelihood Model 

As mentioned in section 1, the processing time of particle 
filter depends on the likelihood computation. Therefore, to 
strike a balance between robustness and computational 
complexity, we choose a simple but effective likelihood model 
based on color information for multi-face tracking. 

Assuming that the face observations ,i tZ  are conditionally 

independent given the state ,i tX , we can define the likelihood 

model as the product of likelihoods of the visible faces: 
 

( ) ( )
,

'
, ,

| 1

| |
i t

t t i t i t
i k

P Z X P Z X
=

= ∏                    (9) 

 

To compute the likelihood of each face ( ), ,|i t i tP Z X , we 

observe its color information. Because of its advantage with 
respect to human perception, HSV color space is the most 
popular color model [12], [16]. However, the raw data taken 
from mobile cameras is in YUV color space, and in our 
experiments, the processing time to convert an image, 640x480 
pixels, from YUV color space to HSV color space is 
approximately 40ms (see section 3.1 for detail environment 
setup). Furthermore, as similar to HSV color space, YUV color 
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space also takes human perception into account. Thus, in our 
likelihood model, YUV color space is chosen to represent the 
color information of faces. 
 

  
 (a) RGB color space (b) YUV color space 

Fig. 2. A sample image in different color spaces, (a) RGB color 
space, (b) YUV color space 

 
Fig. 2 shows a sample image in both RGB and YUV color 

spaces. In YUV color space, Y stands for the brightness 
component, and U and V are the chrominance components. 
Hence, we obtain color information with u vN N N= ×  bins 

using only the U and V channels. uN and vN  are the number 
of bins of U and V channels, respectively. 

Given a state ,i tX  of face i at time t, the candidate region 

in which color information will be gathered is named as ,i tR . 

Within this region a kernel density estimate ,i tq  of color 

distribution at time t is given by: 
 

{ }, , 1..

n
i t i t n N

q q
=

=                      (10) 

where 

( )
,

, ,
i t

n p
i t i t

p R
q k w b nδ

∈

= −∑                            (11) 

 

Here k is a normalization constant ensuring ,
1

1
N

n
i t

n

q
=

=∑ , w 

is a weighting constant, δ is Kronecker delta function, p is a 
pixel located inside the region ,i tR , and ,

p
i tb  is the bin index 

associated with the color at pixel location p. The most basic 
weighting function is 1w ≡ , which means the kernel density is 
equal to standard color histogram. However, the meaning of the 
color pixels near region center is normally higher than the 
meaning of the color pixels far from region center. 
 

  
 (a) A face with its bounding box   (b) A face with its grid box 

Fig. 3. A sample image with and without grid box, (a) with 
bounding box, (b) with grid box 

For example, when the face involves a large head tilt as 
shown in Fig. 3a, its bounding box includes a lot of background 
pixels, which are meaningless. If we weigh the background 
pixels equally to face’s pixels, the likelihood measurement will 
be less accurate, and the bounding box will never fit the tracked 
face. There are several weighting functions to address this 
problem, such as Gaussian [20] and radius distance [21]. Based 
on these weighting functions, we adopt our weighting function 
by dividing the bounding box into 4 by 4 blocks (Fig. 3b) and 
weigh each block with a power of two.  

 
Table 1. Weight values of each block 

1 2 2 1 

2 4 4 2 

2 4 4 2 

1 2 2 1 

 
The weight of each block is shown in Table 1. Weight 

values are assigned to be power of two for more efficient 
computation. 
At time t, the observation , ,i t i tZ q= is compared to the 

reference color distribution { }* *
, , 1..

n
i t i t n N

q q
=

=  to define the 

observation likelihood for a tracked face. An approximation of 
observation likelihood is given as: 
 

( ) ( )( )2 *
, , , ,| exp ,i i t D i t i tP Z X D q qλ∝ −           (12) 

 
where D denotes the Euclidean distance between two color 

distributions and λD is a constant factor that controls the 
strength of the observation likelihood. The reference color 
distribution is gathered at the initial time t0 and updated every 
time step. Let , 1

m
i tq − denotes the color distribution of the mean 

state of tracked face i at time t - 1. The reference color 
distribution of face i at time t is defined as: 
 

( )* *
, , 1 , 11 m

i t i t i tq q qε ε− −= − +                     (13) 

 
where ε is the update factor that controls how fast the 

reference color distribution is updated. 
 

2.3.2 Corner Features 
Likelihood model based on color information is fast. 

However, color information is not stable for occlusion. Thus, in 
this paper, we combine color information with corner 
information to increase the accuracy of likelihood measurement. 
In our observation, there are a lot of corner points concentrated 
on human faces. 
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Fig. 4. Detected corner points in a face 

 
For example, a face with detected corner points is shown 

in Fig. 4. Thus, a good particle contains a lot of corner points 
inside. To represent this characteristic, we update the likelihood 
of a particle with the ratio of the number of detected corners 
outside particle to the number of detected corners. For a better 
efficiency, we detect only the corner points in a limited region. 
Suppose that , 1i tB − is the tracked bounding box of face i at time 

t - 1. At time t, we detected only corner points for face i in the 
bounding box , 1i tB − ± Δ , where Δ  is a small constant value 

describing the expansion and movement of , 1i tB − . If tC  is the 

number of detected corners, and oC is the number of detected 
corners outside particle, the observation likelihood in Eq. 12 
can be re-estimated as: 
 

( ) ( )2 *
, , , ,| exp ,o

i i t D i t i t
t

C
P Z X D q q

C
λ

⎛ ⎞
∝ −⎜ ⎟

⎝ ⎠
         (14) 

 
For fast corner detection, we employ the FAST (Features 

from Accelerated Segment Test) corner detector [22]. 
 
 

2.4 Tracking Model 
At each time step, the tracking model proceeds in two 

main stages: estimating the states of the tracked faces and 
identifying the visibility status of these faces. 
 
2.4.1 NCNC-based Particle Filter 

To estimate the states of the tracked faces, we use a 
MCMC sampling scheme, which allows efficient sampling in 
high dimensional state space of interacting faces [14]. Suppose 
that at time t – 1, the state of the tracked faces is represented by 

a set of samples{ }'( )
1 1b

Nr
t r N

X − = +
. In which, N is the total number 

of particles and Nb is the number of “burn-in” particles. Hence, 
the detailed steps of the MCMC sampling scheme are proposed 
as follows: 
 
1) Initialize the MCMC sampler at time t with the sample '(0)

tX  
obtained by randomly selecting a particle from the set 

{ }'( )
1 1b

Nr
t r N

X − = +
and sampling state of every visible faces i in 

'(0)
tX using the motion model ( ), , 1|i t i tP X X − . 

 
2) Sample iteratively N particles from the posterior distribution 
(Eq. 1) using the Metropolis-Hasting (MH) algorithm. Discard 
the first Nb samples to account for sampler burn-in. The 
detailed steps of MH are described as follows. 
 

a) Sample a new particle ''
tX from the proposal distribution 

 

( ) ( )'' ' '' '( )
, , , 1

1

1| |
b

N
r

i t t i t i t
r Nb

q X X P X X
N N −

= +

=
− ∑     (15) 

 
b) Compute the acceptance ratio 
 

( ) ( )
( ) ( )

'' '( ) ''
1:

'( ) '' '( )
1:

| |
min 1,

| |

r
t t t t

r r
t t t t

P X Z Q X X
a

P X Z Q X X

⎛ ⎞
⎜ ⎟=
⎜ ⎟
⎝ ⎠

      (16) 

 
c) If 1a ≥  then accept the particle, set '( 1) ''r

t tX X+ = . 
Otherwise, add a copy of the current particle to the new sample 
set with probability a . 

The particle set { }'( )

1b

Nr
t r N

X
= +

at time t represents an 

estimation of the posterior of the tracked faces. 
 

2.4.2 Adaptive Sampling Scheme 
 

 
Fig. 5. Adaptive Sampling Scheme 

 
The number of particles N is a factor that affects the 

processing time of particle filter. Thus, instead of using a fixed 
number of particles, we try to adjust it during sampling process. 
Fig. 5 shows the adaptive sampling scheme of our tracker. In 
this scheme, we need to define three factors: Pmin, Pmax and Pstep. 
Pmin is the minimum number of particles that the sampler has to 
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generate. In contrast with Pmin, Pmax is the maximum number of 
particles that the sampler can generate. Thus, we have

min maxP N P≤ ≤ . Pstep is the number of particles sampled more 
if the average acceptance ratio γ of sampled particles is less 
than threshold λa. 
 

2.4. 3 Visibility Status Identification 
To identify the visibility status of tracked faces, we 

assume that if a face is still tracked correctly, the observation 
likelihood should be high and the variances in x and y direction 
of the bounding box should be low. Let ,i ty be the observation 

likelihood of the mean state of face i at time t and ,i tv be the 

maximum of the variances in x and y direction of the bounding 
box of the mean state of face i at time t. The average likelihood 
of face i over all time steps is computed as: 
 

( )
_

_
, ,, 1

,
,

1
1

i t i ti t
i t

i t

t y k y
y

t k
−− +

=
+ −

                       (17) 

 
The average variance of bounding box of face i over all 

time steps is computed as: 
 

( )
_

_ , 1 , ,
,

,

1
1

i t i t i t
i t

i t

t v k v
v

t k
−− +

=
+ −

                        (18) 

 
With the computation in Eq. 17 and Eq. 18, we can skip 

the likelihood and variance of invisible faces. A tracked face is 
marked as invisible if: 
 

( )
( )

_

, , 1

_

, 1,

0 1

1

i t y yi t

i ti t v v

y y

v v

λ λ

λ λ

−

−

⎡ < < <⎢
⎢
⎢ > >⎣

             (19) 

 
In here, λy and λv are the constant factors that control the 

confident of the tracker. A face is invisible more than a number 
of frames will be removed from the tracker. In contrast, an 
invisible face at time t – 1 will be marked as a visible face at 
time t if: 
 

( )
( )

_

, , 1

_

, 1,

0 1

1

i t y yi t

i ti t v v

y y

v v

λ λ

λ λ

−

−

⎧ > < <⎪
⎨
⎪ < >⎩

         (20) 

 
 

3. EXPERIMENTS AND RESULTS 
 
3.1 Experiment Setup 

To test the empirical performance of our proposed tracker, 
we construct a video database using a Samsung Galaxy S2 
mobile phone. Our video database contains 90 videos recorded 
in various scenarios, including single face, multi-faces, 

different illumination (i.e. bright, dark, normal) and different 
movement (i.e. head movement, camera movement). Each 
video is recorded with a resolution of 640x480 pixels, and 
frame rate of 30 fps. Our tracker is implemented in Android 
NDK environment and runs in Samsung Galaxy S2 with a dual-
core 1.2 GHz processor. 

Below are the specific implementation choices for 
constant factors presented in previous section. 
• For the motion model 

o We use a uniform density centered on the previous 
pose. 

o The range of the uniform distribution is (-32, 32). 

o The constant factor for the interaction prior: 4gλ = . 
• For the likelihood model 

o The numbers of bins of channel U and V: 
16u vN N= = . 

o The constant factor for likelihood computation: 
16Dλ = . 

o The update factor: 0.5ε =  
o The constant value for the expansion and movement 

of bounding box: 8Δ =  
• For MCMC parameters 

o We discard 25% of the samples to let the sampler 
burn in, regardless of the total number of samples. 

• For the adaptive sampling scheme 

o The average acceptance ratio threshold: 0.25aλ =  

o The minimum number of samples: min 64P =  

o The maximum number of samples: max 128P =  
o The number of samples are increased each iteration: 

16stepP =
 

• For visibility status identification 

o The confident factor: 
0.25yλ =

and 4vλ =  
o A face is invisible more than 16 frames will be 

removed from the tracker. 
Notice that these constant factors are assigned to be power 

of two for faster computation. 
In our tracking progress, the face detector et al. [1] is used 

to initialize in the first frame, and re-initialize after every 64 
frames. The re-initialization is necessary for a stable tracker. 
However, in some frames, the face detector fails to detect the 
faces. In that case, we will keep tracking undetected faces 
without re-initialization. 

 
3.2 Performance Measures 

To measure performance of our proposed algorithm, we 
use Precision (P), Recall (R) and F-measure (Fβ), which are 
defined as following equations. 
 

, ,
1

,
1

n

g i t i
i

n

t i
i

B B
P

B

=

=

∩
=

∑

∑
                               (21) 
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, ,
1

,
1

n

g i t i
i

n

g i
i

B B
R

B

=

=

∩
=

∑

∑
                               (22) 

2

2

(1 )R PF
R Pβ

β
β
+ ×

=
+

                             (23) 

 
Here, n is the number of annotated faces in a frame, ,g iB  

is the ground truth rectangle of face i and ,t iB  is the rectangle 

output of face i from face detection or tracking. We use 
2 0.3β = to weigh recall more than precision. 

 
3.3 Results 

We compared our proposed algorithm to the following 
algorithms: [MCMC-PF] A state-of-art multi-tracking method 
based on MCMC and particle filter [14]. [PP1] Our proposed 
algorithm without applying grid box in likelihood computation. 
[PP2] Our proposed algorithm without using corner 
information. [PP3] Our proposed algorithm with a fixed 64 
number of particles. [PP4] Our proposed algorithm with a fixed 
128 number of particles. [PP5] Our proposed algorithm but 
using HSV color space instead of YUV color space. 

 
Table 2. Face tracking algorithms with different features 

 
 

Table 3. Accuracies of tracking algorithms 

 
 
Table 2 shows features of the above methods. And the 

accuracies of tracking algorithms are shown in Table 3. 
 

Table 4. Processing time of tracking algorithms 

 
 

The processing time of tracking algorithms is shown in 
Table 4. 

 

 
Fig. 6. Results of the proposed face tracker with several 
different scenarios, 1st row: free moving style, 2nd row: 

rotation, 3rd row: scaling, 4th row: multi-face scaling, 5th row: 
multi-face rotation 

 
The accuracy of MCMC-PF is worse than that of other 

algorithms. This means that our extended likelihood model 
with corner information is more effective than the simple color-
based likelihood model. The accuracy of PP1 is worse than that 
of our proposed algorithm. This proves the effectiveness of grid 
box in likelihood computation. The accuracy of PP2 is far 
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lower than that of our proposed algorithms. This means that the 
corner information is one of the most important feature in our 
proposed algorithms. 

The accuracy of our proposed algorithm is more 
competent than that of PP3, but not as good as that of PP4. 
However, regarding processing time, our algorithm has proved 
its advantage. Because PP4 uses a large number of particles, its 
processing time is almost twice the processing time of our 
proposed algorithm or the processing time of PP3. Therefore, to 
strike a balance between tracking accuracy and processing time, 
our proposed algorithm is the most suitable for the real-time 
processing in low performance devices, such as smart phones. 
The accuracy of PP5 shows that the HSV color space has some 
advantage in comparing with YUV color space. Because of 
converting time between two color spaces, the processing time 
PP5 is much more than that of our proposed algorithm. Thus, 
HSV color space is not suitable for our proposed algorithm. 

Fig. 6 shows the results of our face tracker in several 
different scenarios. 

 
 

4. CONCLUSIONS 
 

We have presented an adaptive MCMC-based particle 
filter framework for robust real-time multi-face tracking in 
various scenarios. In the proposed tracking algorithm, we have 
introduced an adaptive sampling scheme that concurrently 
reduces the number of particles and processing time. 
Furthermore, we have extended the likelihood model based on 
color information by combining with corner information. The 
extended likelihood model can effectively deal with occlusions 
and increase the tracking accuracy. Extensive experimentation 
has indicated that our method out-speeds other alternatives and 
can run in real-time in low performance devices, such as 
mobile phones. Our further study will concentrate on 
improving the tracking accuracy while sustaining the 
processing time. 
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