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ABSTRACT 

This article describes a 2-in-1 methodology utilizing simulation optimization technique and Data Envelopment Analy-
sis in measuring an accurate efficiency score. Given the high level of stochastic data in real environment, a novel 
methodology known as Data Collection Budget Allocation-Data Envelopment Analysis (DCBA-DEA) is developed. 
An example of the method application is shown in banking institutions. In addition to the novel approach presented, 
this article provides a new insight to the application domain of efficiency measurement as well as the way one con-
ducts efficiency study. 
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1.  INTRODUCTION 

Data Envelopment Analysis (DEA) has been widely 
discussed in both methodological and practical areas 
since the groundbreaking work of Charnes et al. (1978). 
DEA is a powerful mathematical method to measure the 
relative efficiencies of a set of similar decision-making 
units (DMUs) which utilize the same inputs to produce 
the same outputs (Seiford, 1996). DEA is now a stan-
dard technique in performance measurement for many 
areas (e.g., Banker et al., 2013; Cooper, 2013; Ogawa and 
Ishii, 2002; Okudan and Lin, 2009; Panta et al., 2013; 
Trinh et al., 2012). 

In its name only, DEA is based on the observed 
data and it implicitly requires the inputs and outputs data 
should be known exactly. However, in the real environ-
ment, there are various sources of uncertainties in data 

(e.g., human error, technical malfunction, behavioural bias); 
this may lead to the stochastic nature of data (Dyson and 
Shale, 2010). Moreover, if the collected data are not re-
presentative or missing, the efficiency analysis may not 
able to be carried out completely, and the resulting effi-
ciency scores will be erroneous and misleading. Hence, 
the effects and characteristics of the data is vital source 
of impact that engenders confidence in the results of the 
efficiency analysis. In order to address this issue, DEA 
has been enhanced to handle data uncertainties, in what 
being termed as stochastic DEA. Various forms of sto-
chastic DEA have been discussed, e.g., imprecise DEA 
(IDEA), chance constrained DEA (CC DEA), bootstrap-
ping, and Monte Carlo simulation. 

IDEA can be applied for bounded and ordinal data; 
this approach is effective only when selecting the ex-
treme values over the ranges whereas the extent of the 

Industrial Engineering  
& Management Systems 
Vol 13, No 2, June 2014, pp.210-220 http://dx.doi.org/10.7232/iems.2014.13.2.210
ISSN 1598-7248│EISSN 2234-6473│ © 2014 KIIE



DCBA-DEA: A Monte Carlo Simulation Optimization Approach for Predicting an Accurate Technical Efficiency in Stochastic Environment 
Vol 13, No 2, June 2014, pp.210-220, © 2014 KIIE 211
  

 

ranges may impact the different degrees of uncertainty 
in the data. Despotis and Smirlis (2002) developed an in-
terval efficiency by assuming that the efficiency of a 
DMU is an interval between the pessimistic and opti-
mistic condition measures. Although this method can 
determine the lower bound and upper bound of the effi-
ciency score, the bound is too wide to make reasonable 
evaluations to each DMU, hence this approach is more 
suitable for sensitivity analysis rather than to measuring 
stochastic efficiency (Zhu, 2003).  

In CC DEA, the data of inputs are deterministic 
while the outputs are stochastic with a distribution; the 
amputation of uncertainty is determined by allowing a 
DMU to lie outside of the efficient frontier with a certain 
probability. This approach is intractable because it can 
only incorporate the uncertainty in outputs rather both 
inputs and outputs (Cooper et al., 1996; Olesen, 2006; 
Olesen and Petersen, 1995).  

Bootstrapping is a method of measuring the uncer-
tainty in DEA efficiency through generating the confi-
dence intervals; it assumes that the current data is of the 
one sample set of the population which has an infinite of 
units by the process of data generating. This approach is 
able to give a specific estimation to the uncertainty of 
efficiency in DEA. However, as for the examined inputs 
and outputs, it can not load any specific information 
about data uncertainty. Additionally, it is unable to han-
dle the very real case of any observed values being more 
uncertain than others due to the homogeneity assump-
tion on efficiency (Dyson and Shale, 2010; Fried et al., 
2008; Simar and Wilson, 1998).  

Monte Carlo simulation has been applied in DEA 
to handle uncertainty in data by many researchers (e.g., 
Wong et al., 2008; Kao and Liu, 2009). The studies de-
scribe the uncertainty of the data with certain distribu-
tions by employing simulation method, to compare the 
techniques or to examine the accuracy of the efficiency 
scores. The challenge lies in the process of distribution 
construction which has the potential of computational 
greediness. It means that only applying Monte Carlo si-
mulation will waste much computation time on the non- 
critical alternatives. This is because in the conventional 
simulation process, each process of collecting data has 
been set equally with the same number of replications. 
Wong et al. (2011) has suggested the method of optimal 
computing budget algorithm (OCBA), this can reduce 
the total computation time effectively for collecting the 
simulation data. Their works have shown the great po-
tential of soft computing approach in improving the ac-
curacy of DEA efficiency.  

Apart from considering which technique to handle 
the uncertainties in data, it is also important to consider 
that what activities that needs to be done in carrying out 
an efficiency measurement study. Logically, before one 
employs a technique to measure efficiency, it needs to 
have a set of data for that analysis purpose. This means, 
one needs to ‘collect the data.’ With regards to this, let’s 
use the lay man term ‘data collection’ to denote this ac-

tivity. In the realm of efficiency measurement, data col-
lection is the utmost important, yet most time consum-
ing step (e.g., various kinds of inputs and outputs data 
for each DMU have to be collected). Here, we need to 
address that “How should we allocate the computation 
budget for simulation data collection?”  

Therefore, we aim to springboard from this paper, 
an alternative approach for efficiency measurement. This 
can be viewed as an upcoming generation of stochastic 
DEA, which, instead of concentrating on the downstream 
of the technique (i.e., how to calculate the end results, 
i.e., efficiency), here we looked at the upstream modus 
operandi that is the data collection part. This data collec-
tion part obtains the data, which eventually feeds into 
generating the end outputs, i.e., efficiency. This in an in-
novative approach as it stimulates the thinking of ‘out of 
the box.’ In addition, the final result of the proposed 
technique is the improvement in the accuracy of the ef-
ficiency. This idea utilized simulation optimization tech-
nique, and this method is known as Data Collection Bud-
get Allocation Data Envelopment Analysis (DCBA-DEA). 
The paper will proceed in the following manner. First, 
we will explain about DCBA-DEA and the technical 
aspect of it. Then, we show a simple illustration on the 
application of DCBA-DEA. And finally, this paper cul-
minates with the important insights that can be observed 
through this idea. 

2.  THE PROPOSED IDEA 

Originated from the basic DEA model, the DCBA-
DEA aims to provide an accurate measurement of the 
efficiency when the data are uncertain through the allo-
cation of data collection effort. It is a 2-in-1 approach, 
where the first step is to obtain the efficiency scores, and 
then, followed by step two, that is to improve the accu-
racy of the efficiency scores. This approach can be used 
to handle uncertainties in data. First, we provide a short 
description of DEA (Cooper et al., 2000; Thanassoulis, 
2001). 

2.1 Step 1: DEA-Based Efficiency Measurement 

Assume that there is data on S inputs and R outputs 
for each J DMU. Let K denotes the set of combined in-
puts/outputs, i.e., K = S ∪ R. D as the total number of 
inputs/outputs), K = {1, …, D}. For the jth DMU, these 
are represented by the vectors xj and yj, respectively. Let 
XD = (xkj)k ∈ K; j ∈ J, where xkj represents kth input/output 
for DMU j. If k ∈ S, then xkj is an input; otherwise if k ∈ 
R, then xkj is an output. To measure the efficiency for 
each DMU, we calculate a ratio of all inputs/outputs, 
such as ( ), , , , ,/k k R kj k R k k S kj k Su x u x∈ ∈ ∈ ∈  where u is a K×1 
vector of weights; i.e., if k ∈ R, then uk is an output 
weight; otherwise if k ∈ S, then uk is an input weight. To 
select optimal weights we specify the following mathe-
matical programming problem: 
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The above formulation has a problem of infinite so-

lutions, by imposing a constraint ( ), , 1,k k S kj k Su x∈ ∈ =  this 
will lead to the equivalent envelopment form as follows 
(2) after transformation using the duality in linear pro-
gramming. 
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Where θ (XD) is a scalar representing the value of 

the efficiency for the joth DMU which will range be-
tween 0 and 1. λj is a vector of J×1 transformed weights 
(decision variables) of the inputs/outputs that optimize 
the efficiency score of DMU jo. 

The above DEA model (2), also known as the con-
stant-return-to-scale model, has to be solved J times, 
once for each DMU in the sample. In order to calculate 
efficiency for a group of comparable DMUs (e.g., inef-
ficient DMU is only compared against DMU of similar 
size), and therefore provides the basis for measuring 
economies of scale within the DEA concept, a convexity  
constraint 1j

j J
λ

∈

=∑  is added. This is called the variable- 

return-to-scale model. The convexity constraint determi-
nes how closely the production frontier envelops the ob-
served input/output combinations.  

The issue in this step is that it does not cater for 
uncertainties in the data. For example, if one does not 
have the full set of data, then the respective DMU or the 
related data category will have to be omitted in the 
analysis (this defeats the overall purpose of the study). 
An alternative measure, one may resort to guessing the 
data; in which, this will render the efficiency score unre-
liable at the end. Using averages of the data (or mean) 
may also pose a problem to the accuracy of the data if 
the sample size is too small, as this may not fulfil the 
central tendency theorem, i.e., the sample means will be 
far away from the true mean values.  

In view of this, we aim to address the uncertainties 
of data in efficiency measurement by using the simula-
tion optimization concept, i.e., in our step 2. 

2.2 Step 2: Enhancement for Accuracy – DCBA 

“How to allocate the budget effectively in order to 
obtain an accurate efficiency score” is the main princi-
ple in this step. The distribution of the efficiency score, 
which ultimately identifies the tendency of where the 
true efficiency values normally lies, are determined by 

the amount of data collected on the inputs/outputs. In re-
ality, data collection is expensive and subject to budget 
constraint. In this respect, if the data collection effort is 
done naively, the entire efficiency study will be jeopard-
ized. For example, if the collected data are not represen-
tative, then the resulting efficiencies will be erroneous 
and misleading. Hence, the issue of how to allocate the 
budget effectively as to which type of data to collect and 
how many data to collect are therefore of prime impor-
tance in efficiency study. 

 
2.2.1 Conceptualization based on simulation optimi-

zation  
The issue of “How to allocate the budget effectively?” 

has been addressed in the field of simulation optimiza-
tion, where OCBA algorithms has been developed to 
determine the simulation replications to be allocated to 
each simulation model in order to identify the best de-
sign using the least amount of computing budget (Chen 
and Lee, 2010; Lee et al., 2013). Here we employed the 
concept of this technique to develop our DCBA model. 
From the lessons learned in OCBA, we know that if we 
naively allocate data collection effort fairly, we may 
have wasted the effort in collecting data that are not 
sensitive to efficiency and the accuracy of the estimated 
efficiency may not improve. Therefore, with this aim, 
we want to find the best data collection plan (design) in 
terms of best use (allocation) of resources (budget) that 
gives the most accurate efficiency score. 

 
The DCBA model 

2min ( ) ( ( ) ( ))

s.t. i
i K

F E

n N

θ θ

∈

⎡ ⎤′= −⎣ ⎦
=∑

n X X
 (3) 

 
The above is our DCBA model derived from the 

OCBA concept. The accuracy of the efficiency is meas-
ured through mean square error (MSE). The objective 
function in the above model, F(n) is defined as the MSE 
of the efficiency score for allocation design n where X′ 
is the belief of the inputs/outputs after additional data 
are collected following the allocation design n; N is the 
total computing budget (data points) for allocating to k 
variables (the number of stochastic inputs and outputs). 
Note that θ (X) is the efficiency score computed using (2) 
(i.e., θ (XD), for simplicity, we discard the notation D 
from XD) and ( )θ ′X  represents the belief for the true 
efficiency.  

Note that the model cannot be solved directly, as 
the solution is not in closed-form formula. Inherently, 
the above problem is non-convex discrete optimization 
problem where there is no good structures exist for us to 
develop simple efficient algorithm. One way to estimate 
F(n) is to derive ′X  through the Bayesian framework. 
Through the quantification of ′X  using Bayesian, F can 
be estimated for a given value of n as follows. 
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Where [ ]

ˆ
iX  is the realization of the inputs/outputs 

′X  in the replication i of the Monte Carlo run for alloca-
tion design n and M is the cardinality of random data set. 
This method thus is a simulation based technique. Re-
call that an allocation design is given as [ ]i i Kn ∈=n , K is 
the combined inputs and outputs, D is the total number 
of inputs/outputs, N is the total number of data collec-
tions, and K = {1, …, D}. As the search space is dis-
crete and very huge, e.g., for D = 15, N = 150, the pos-
sible number of n (the allocation data collection plan) 
can be as high as 6.60×1019. If we evaluate every design 
in the search space, assume each design needs 2 seconds 
to be searched and 3 seconds to be evaluated, all designs 
may need 3.3×1020 seconds to finish, that is to say, it 
will cost 1.04×1013 years to finish. 

In order to reduce the time for searching the design, 
two search-based methods have been presented by Wong 
et al. (2011). The first is a sequential approach to col-
lecting data, whereby a hill-climbing technique is used 
to gradually improve the solution and moves towards N 
starting from an initial value of zeros for all nk. The sec-
ond technique is a non-sequential data collection ap-
proach whereby a metaheuristic technique (genetic algo-
rithm) is employed to find the optimal solution from a 
given pool of possible solutions, i.e., starting from the 
set of possible nk values that formed N. For more details 
on how to enhance the model, readers are advised to 
refer to Wong et al. (2011). 

 
2.2.2 Allocation of data collection plan using simula-

tion optimization technique 
In order to get the best design (data collection plan), 

we need to evaluate the designs after the searching de-
sign process. While in this design evaluation process, 
there still exist time wastes if we equally allocate the 
computing budget for each selected design. Hence, we 
apply OCBA (Chen and Lee, 2010), a simulation opti-
mization technique in evaluating and choosing the best 
design with smallest MSE. Next we illustrate on how 
OCBA helps to reduce the simulation time in the proc-
ess of design evaluation, as it can intellectuality choose 
to spend much more time and effort in evaluating a de-
sign which has potential to get lower MSE. Here, we 
select the non-sequential data collection plan as it is 
much simpler for explanation purpose.  

To run the OCBA mode, additional notations re-
quired are as follows:  

 
i

Tn = number of simulation replications allocated to 
design ni; 

i
Bn = sample mean of the MSE for design ni; 

i
En = variance of the MSE for design ni; 
m = number of top designs to be selected; and 
H = total simulation runs (or computing budget, i.e., 

used to evaluate the designs).  

We limit the size of n to l in each simulation run. 
From literature of OCBA (Chen and Lee, 2010), the 
computing allocation budget (or simulation runs) for 
each design can be determined through the relationship 
(5) below.  
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B
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are the sample means of the MSE for design ni in the m 
and m+1 top number of designs selected, respectively.  

We first simulate all l designs with to replications. 
As simulation proceeds, the sample means and sample 
variances of each design are computed from the data 
already collected up to that stage. The simulation budget 
is then increased by Δ and Eq. (5) is applied to deter-
mine the new simulation runs allocation. Further simula-
tion replications are then performed based on the alloca-
tion and the procedure is repeated until the total runs H 
is exhausted. The following shows the procedure of 
OCBA-m allocation. 

 
Step 1: Initialize. Set t = 1 and perform to simulation 

replications for all designs.  
Set 

1 2 l

t t t
oT T T t= = = =n n n . 

Step 2: Update. Calculate ,
i i

B En n  and 
i

Gn  for i = 1, …, l. 
Step 3: Allocate. Increase the computing budget by Δ and 

calculate the new budget allocation 
1 2

1 1, , ,t tT T+ +
n n  

1
l

tT +
n  according to (5). 

Step 4: Simulate. Perform additional 
1

i i

t tT T+ −n n  simulations 
for design ni for i = 1, …, l. 

Step 5: Termination. If 1 ,
i

l t
i T H
=

<∑ n  set t ← t + 1 and 
return to step 2; otherwise, stop.  

  
To summarize the 2-in-1 (DCBA-DEA) approach 

is used to address efficiency measurement in the pres-
ence of uncertainties of data, whereby the first step is to 
measure the efficiency, followed by second step, which 
is the budget allocation procedure for data collection to 
improve the accuracy of the efficiencies.  

3.  NUMERICAL EXAMPLE 

Consider an example in Despotis and Smirlis (2002). 
There are five DMUs using two inputs to produce two 
outputs, both inputs and outputs are interval data. The 
original data are shown in Table 1 (in this paper, we use 
[L, U] to indicate the range, where L represents lower 
bound and U means upper bound). To conform to the 
formulation of this paper, we add the average for each 
interval data.  
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Table 1. The example data of five decision-making units (DMUs) 

Input1 Input2 Output1 Output2 
DMU 

Ave Range Ave Range Ave Range Ave Range 
A 30 [25, 35] 17.5 [16, 19] 11 [7, 15] 5.5 [4, 7] 
B 21 [19, 23] 22.5 [21, 24] 15 [13, 17] 3.7 [3.5, 3.9] 
C 16 [15, 17] 11.3 [10, 12.6] 22.8 [20, 25.6] 7.9 [6, 9.8] 
D 37 [35, 39] 18.2 [16, 20.4] 9 [8, 10] 6.1 [5, 7.2] 
E 25 [22, 28] 15.3 [14, 16.6] 13 [12, 14] 7.4 [7, 7.8] 
 

Table 2. The result of different approaches 

Despotis and Smirlis 
(2002) DCBA-DEA 

Data collection designDMU 
Efficiency range (A) Mean  

efficiency n1 n2 n3 n4
MSE SD Efficiency  

range (B) 

Accuracy im-
provement 

(
*

100%A B
A
−

× )

A [0.224, 1] 0.542 5 9 9 7 1.95E-05 0.015 [0.515, 0.572] 92.65 
B [0.227, 1] 0.763 15 13 0 2 1.79E-04 0.0374 [0.705, 0.808] 86.68 
C [0.823, 1] 1 12 5 11 2 7.22E-23 0.000 [1, 1] 100.00 
D [0.445, 0.907] 0.691 1 22 5 2 1.80E-05 0.016 [0.666, 0.714] 89.61 
E [1, 1] 1 1 2 10 17 6.09E-29 0.000 [1, 1] 0.00 

DMU: decision-making unit, DCBA-DEA: Data Collection Budget Allocation Data Envelopment Analysis,  
MSE: mean square error, SD: standard deviation. 

x O

F(x)

F(x): the distribution function of x

: mean efficiency 
x: efficiency 

1 0.224 0.515 0.572

x

0.542x =

Figure 1. The statistics of efficiency for decision-making 
unit (DMU) A. 

In order to run the simulations, we set the parame-
ters in DCBA model as follows: 

 
D = 4, which represents the total number of inputs and 

outputs; 
N = 30, which means the total number of data collec-

tions; 
0t  = 10, which represents the initial simulation replica-

tions; 
l = 20, which represents the number of designs been 

evaluated for each simulation run; 
H = 200, which means the total simulation replications 

or computing budget; 
Δ = 20, which is the computing budget increasing per 

each MSE evaluation. 
 
In this sample example, the number of possible de-

signs is only 5456, so we apply the DCBA-DEA without 
the search-based method. We code them in MATLAB 
7.0 and ran them in an operation system of Windows7 
(CPU 1.6 GHz, RAM 2 GB). After the simulation, a fe-
asible solution = [n1, n2, n3, n4]β  represents the additional 
number of data to be collected for the four variables (in-
put1, input2, output1, output2), respectively. Meanwhile, 
to avoid the computing chanciness to impact the simula-
tion result, the entire process is executed 200 times to 
obtain the standard deviations and confidence intervals 
of the efficiency scores. The left part of Table 2 shows 
the results from the Despotis and Smirlis (2002), and the 
right part of Table 2 shows the result by DCBA-DEA. 

Despotis and Smirlis (2002) only calculated the 
bounds of the efficiency score for this example, and 
their efficiency ranges are too wide to make one DMU 
classify from another. Our result shows narrower ranges 
of efficiency score, the average improvement in the ac-
curacy of efficiency ranges is above 85%. More impor-
tantly, our method not only can get the statistic informa-
tion for the efficiency, but it also can find the best simu-
lation design with time reduction and direct to the real 
data collection. As a result, the efficiency scores for 
DMUs A, B, and D lie in the ranges of [0.515, 0.572], 
[0.705, 0.808], and [0.666, 0.714], which have the accu-
racy improvement in narrow ranges with 92.65%, 86.68%, 
and 89.61%, respectively. Take DMU A as example, 
under the assumption of normal distribution, Figure 1 



DCBA-DEA: A Monte Carlo Simulation Optimization Approach for Predicting an Accurate Technical Efficiency in Stochastic Environment 
Vol 13, No 2, June 2014, pp.210-220, © 2014 KIIE 215
  

 

shows the statistics information of efficiency for DMU 
A, the shadowed part visually represents the range of 
efficiency score by DCBA-DEA is much more narrower 
compared with Despotis and Smirlis (2002).  

Notably, the efficiency scores for DMUs C and E 
are unity, despite that the data are stochastic. This is 
because the whole ranges of the interval data of these 
two DMUs lie on the efficient frontier. Meanwhile, the 
best data collection design with MSE for simulation 
have been presented in Table 2, we find that the nar-
rower is the efficiency range, the smaller is the MSE. 
This indicates that the mean square error, which has 
been chosen to be a numerical measure of accuracy level 
for efficiency score in the DCBA-DEA mode, is verified 
as a critical factor of reference value for the level of 
accuracy. We also find that the DMU with narrower ef-
ficiency range has got lower standard deviation; in the 
statistics, the standard deviation represents the closeness 
of simulation efficiency to the mean efficiency and hence 
it can express the stability of the simulation process. 
That is to say, the lower standard deviation represents 
the higher reliability of the result. In this example, even 
for the DMU B that has the highest standard deviation 
with the value of 0.0374, is only take 4% of its mean 
efficiency. Nevertheless, this example only has five 
DMUs with four variables; all the possible designs can 
be evaluated without the search-based method. Next, we 
will illustrate the more complex problem in real envi-
ronment. 

4.  AN ILLUSTRATION ON BANKING 
INSTITUTIONS 

Efficiency measurement of banks is chosen as the 
scope of study. The reason of choosing this field is that, 
efficiency measurement of banks often has to compile 
yearly data; and the problem with this is most data are 
not complete. Sources of this uncertainty are commonly 
due to the human error in managing data and also the 
culmination effects of change in government policy, e.g., 
merging of banks, which lead to difficulties in data se-
paration and integration. Conventionally, when there are 
observations of multiple years’ data, the averages across 
the years are calculated to represent the tendency of the 
data and these averages are used to measure the effi-
ciency. In this section, we will use our method to ana-
lyze the data of 25 Taiwan commercial banks during 
1997–2001 from Kao and Liu (2009). Table 3 shows the 
five-year data with average, lower bound and upper 
bound for each bank, where the monetary amounts are 
billion New Taiwan dollars (100 NTD ≅ 3 USD). This 
data has 25 DMUs with 6 variables; therefore, it has a 
huge search space for all possible data collection design 
even for small N. In order to simulate the data suffi-
ciently, we set N as 300 and add the genetic algorithm to 
help to search the best data collection design with small-
est MSE. Next we will compare our results with the 

results from conventional method and the simulation 
approach by Kao and Liu (2009).  

In conventional studies, when there have multiple 
observations in periods, normally the average data are 
used to measure the efficiency. The second column of 
Table 4 shows the efficiency scores of 25 banks from 
the average data. There are five banks (banks 4, 11, 13, 
14, and 23) are efficient. Banks 7 and 8 have the small-
est efficiency scores of 0.6291 and 0.6534, respectively. 
The simple method only use average data, this can make 
the measurement of efficiency easier and gives a general 
view of each bank’s performance in efficiency; while it 
may produce erroneous results. The method of interval 
efficiency has been discussed in the numerical example 
and the efficiency may be too wide to draw conclusions, 
so here we do not list the result of interval efficiency, 
instead, we put the result of a simulation method from 
Kao and Liu (2009), the middle part of the Table 4 
shows the result of their approach, the rights part of the 
Table 4 shows the result of DCBA-DEA. To note, the 
number of simulation replications is set as 2000, this is 
because based on the analysis of Kao and Liu (2009), 
they indicate that 2000 simulation replications are suffi-
cient to produce a result close to the true distribution. 

From Table 4, we can find that in the method of us-
ing average data, banks 4, 11, 13, 14, and 23 are effi-
cient, while in DCBA-DEA, we have missed the banks 
13 and 23 for the lower bound of the efficiency scores 
are less than one. For those with the same upper effi-
ciency bound (e.g., banks 3, 19, and 25), we are still 
unable to rank them based on their lower efficiency 
bound, we should know the distribution of their effi-
ciency scores in the statistical propose. If two banks 
have almost the same efficiency ranges and the means, 
we should check the standard deviations and rank the 
one with smaller standard deviation as a better perform-
ance. The reason is just as we have discussed in the nu-
merical example, the smaller standard deviation show 
more stability of the result.  

Meanwhile, the numbers from Table 4 indicate that 
the average difference between the mean efficiency of 
each bank calculated from the simulations (column 7) 
and the corresponding efficiency calculated from the 
average data (column 2) is 0.019, which is approxi-
mately 2% of the average efficiency of the 25 banks. A 
Wilcoxon signed-ranks test shows that the efficiency 
scores obtained from two approaches are significant 
different at 0.05 level. While from Table 4, it can be 
observed that the rankings of the 25 banks are not so 
different although their efficiency scores are from dif-
ferent approaches. In fact, there are 12 banks whose 
ranks from 3 three approaches are exactly the same; in 
addition, there are only three banks (19, 22, and 25) with 
larger difference.  

To note that from the perspective of efficiency 
ranges, our result is a little different from Kao and Liu 
(2009)’s, e.g., for bank 14, their efficiency range for 
bank 14 is [0.8429, 1.000] with mean efficiency of 0.9996, 
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Table 3. Data of 25 Taiwan commercial banks 

Bank  No. of  
employees 

Physical  
capital 

Purchased 
funds 

Demand  
deposits 

Short-term 
loans 

Medium-term 
loans 

1 [L, U] [6092, 6211] [21.5, 25.1] [557.5, 754.8] [107.4, 142.8] [368.1, 469.9] [196.4, 266.9]
 Ave. 6128 22.5 646.1 129 426.3 234.7 
2 [L, U] [6481, 6782] [24.7, 27.6] [681.1, 855.5] [118.2, 177.9] [407.8, 510.8] [225.8, 293.9]
 Ave. 6630 26.5 763 146.4 473.8 262.7 
3 [L, U] [6138, 6291] [20.5, 21.6] [658.5, 795.9] [122.8, 179.6] [405.5, 542.6] [190.8, 279.5]
 Ave. 6209 21.3 713 151.9 468.1 233.3 
4 [L, U] [3304, 3574] [10.1, 11.3] [310.7, 416.9] [65.8, 109.8] [257.6, 366.3] [91.1, 130.8] 
 Ave. 3477 10.9 351.4 85.2 309.1 114 
5 [L, U] [1988, 2162] [6.0, 7.3] [191.8, 249.3] [21.0, 24.0] [104.5, 140.9] [39.9, 97.9] 
 Ave. 2074 6.6 220.6 22.4 119.8 64.6 
6 [L, U] [2005, 2176] [3.5, 4.9] [192.2, 237.6] [23.0, 31.5] [128.5, 149.8] [50.4, 63.2] 
 Ave. 2117 4 218.2 27.3 138.6 55.6 
7 [L, U] [1230, 1384] [3.2, 3.4] [108.0, 166.8] [5.9, 6.6] [47.4, 60.8] [28.1, 37.9] 
 Ave. 1320 3.3 124.7 6.2 54.3 32.2 
8 [L, U] [931, 1310] [3.0, 3.4] [74.6, 84.1] [4.0, 5.0] [28.4, 36.7] [21.4, 23.4] 
 Ave. 1097 3.2 79.1 4.4 33.1 22.4 
9 [L, U] [1994, 2300] [3.1, 4.1] [162.7, 188.7] [16.5, 24.1] [95.6, 120.7] [32.5, 40.0] 
 Ave. 2144 3.6 174.9 20.1 107.1 36 

10 [L, U] [3854, 5704] [16.9, 26.3] [332.2, 477.5] [24.5, 35.6] [234.1, 321.9] [90.8, 182.3] 
 Ave. 4751 21.3 397.9 30.4 279 133.5 

11 [L, U] [2194, 2398] [5.6, 6.0] [285.9, 346.5] [33.0, 91.9] [186.1, 212.3] [115.9, 148.4]
 Ave. 2294 5.8 316.9 58.4 200.6 138.7 

12 [L, U] [930, 1446] [2.5, 5.4] [104.5, 139.1] [12.5, 17.5] [84.0, 111.6] [25.3, 39.1] 
 Ave. 1201 4.6 123.2 14.9 99.6 33 

13 [L, U] [977, 2000] [0.9, 2.1] [106.0, 163.9] [7.3, 13.8] [93.9, 128.3] [19.0, 30.8] 
 Ave. 1323 1.4 139.2 10.7 116.4 23.7 

14 [L, U] [1050, 1507] [0.6, 1.3] [105.4, 183.1] [6.1, 10.4] [78.1, 139.5] [21.7, 27.3] 
 Ave. 1240 1 154.6 7.4 118.2 24.7 

15 [L, U] [4905, 5438] [13.4, 15.7] [539.1, 655.4] [84.1, 104.2] [323.8, 392.1] [219.5, 271.3]
 Ave. 5194 14.6 592.2 96 351.9 243.5 

16 [L, U] [984, 1980] [3.1, 4.5] [110.5, 160.3] [7.6, 11.0] [96.9, 112.7] [12.6, 25.5] 
 Ave. 1568 4.1 142.8 8.7 105.3 21.2 

17 [L, U] [1350, 1811] [1.6, 3.1] [111.3, 150.9] [8.9, 12.1] [76.0, 111.8] [20.5, 43.1] 
 Ave. 1614 2.4 139.1 10.7 95.4 32.4 

18 [L, U] [1015, 1869] [2.5, 4.5] [120.1, 194.6] [14.5, 22.7] [71.9, 78.2] [35.1, 87.4] 
 Ave. 1508 3.8 155.2 18.2 74.4 59.6 

19 [L, U] [856, 1458] [2.5, 4.7] [121.5, 197.5] [13.3, 20.6] [89.8, 116.2] [28.4, 59.0] 
 Ave. 1195 3.7 165.9 16 105.6 45.7 

20 [L, U] [1350, 1750] [3.1, 4.6] [120.8, 209.7] [10.5, 17.8] [75.3, 97.9] [41.8, 61.7] 
 Ave. 1540 3.5 171.8 15.1 85.7 53.6 

21 [L, U] [819, 1055] [1.3, 1.7] [84.2, 114.0] [6.4, 8.4] [59.3, 73.0] [23.5, 36.4] 
 Ave. 981 1.5 105.2 7.5 67.7 30.8 

22 [L, U] [1538, 3278] [3.1, 9.2] [121.5, 219.7] [8.1, 15.3] [111.4, 153.2] [13.7, 40.6] 
 Ave. 2409 5.2 168 11.3 140.2 26.9 

23 [L, U] [1035, 1484] [1.2, 2.3] [85.5, 115.6] [5.9, 12.1] [64.1, 90.0] [28.4, 46.0] 
 Ave. 1230 1.8 104.1 8.5 79.7 36.1 

24 [L, U] [1004, 1808] [2.7, 3.4] [106.7, 151.5] [5.9, 11.5] [67.2, 88.7] [35.2, 53.2] 
 Ave. 1421 3.1 129.1 8.2 78.8 45.2 

25 [L, U] [887, 1441] [0.5, 2.4] [94.3, 161.1] [7.1, 9.9] [74.4, 100.9] [22.5, 50.8] 
 Ave. 1261 2 140.4 8.3 91.6 39.4 

 

while in DCBA-DEA, bank 14 is always efficient. To 
note that the mean efficiency of bank 14 of Kao and Liu 

(2009) is 0.9996 while the lower bound is 0.8429, this 
indicates that their result is much wider than ours. Such 
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Table 4. Result of efficiency scores from different approaches 

Average data Kao and Liu (2009) DCBA-DEA 
Bank 

efficiency Rank (mean, SD) Efficiency range Rank (mean, SD) Efficiency range Rank
1 0.9411 8 (0.9255, 0.0483) [0.7825, 1.000] 11 (0.9188, 0.0207 ) [0.864, 0.9728] 11 
2 0.8969 14 (0.9022, 0.0490) [0.7634, 1.000] 14 (0.9003, 0.0119 ) [0.8686, 0.9405] 14 
3 0.9737 6 (0.9404, 0.0477) [0.7860, 1.000] 9 (0.9768, 0.0091 ) [0.9495, 1] 6 
4 1 1 (1.000, 0.000) [1.000, 1.000] 1 (1.0000, 0.0000 ) [1, 1] 1 
5 0.7444 21 (0.7829, 0.0721) [0.6125, 1.000] 21 (0.7765, 0.0189 ) [0.7201, 0.828] 21 
6 0.8217 20 (0.8322, 0.0331) [0.7123, 0.9790] 20 (0.8293, 0.0081 ) [0.8043, 0.8507] 20 
7 0.6291 25 (0.5885, 0.0429) [0.4866, 0.8237] 25 (0.5842, 0.0239 ) [0.5258, 0.6584] 25 
8 0.6534 24 (0.6638, 0.0292) [0.5575, 0.7805] 24 (0.6477, 0.0046 ) [0.6362, 0.6637] 24 
9 0.7404 23 (0.7430, 0.0351) [0.6213, 0.9853] 23 (0.7416, 0.0078 ) [0.717, 0.7667] 23 
10 0.9082 11 (0.8970, 0.0660) [0.7159, 1.000] 15 (0.8966, 0.0167 ) [0.8508, 0.9422] 15 
11 1 1 (1.000, 0.000) [1.000, 1.000] 1 (1.0000, 0.0000 ) [1, 1] 1 
12 0.9286 10 (0.9404, 0.0534) [0.7009, 1.000] 10 (0.9245, 0.0122 ) [0.8913, 0.9635] 10 
13 1 1 (0.9838, 0.0355) [0.7641, 1.000] 5 (1.0000, 0.0001 ) [0.9979, 1] 4 
14 1 1 (0.9996, 0.0054) [0.8429, 1.000] 3 (1.0000, 0.0000 ) [1, 1] 1 
15 0.9394 9 (0.9677, 0.0352) [0.8125, 1.000] 7 (0.9422, 0.0087 ) [0.9154, 0.9684] 9 
16 0.8423 19 (0.8906, 0.0575) [0.6748, 1.000] 16 (0.8831, 0.0145 ) [0.8372, 0.9309] 17 
17 0.8439 18 (0.8712, 0.0602) [0.6863, 1.000] 18 (0.8731, 0.0173 ) [0.8194, 0.9158] 18 
18 0.8787 15 (0.9095, 0.0933) [0.6279, 1.000] 13 (0.8896, 0.0313 ) [0.7929, 0.9786] 16 
19 0.8665 16 (0.9611, 0.0477) [0.7988, 1.000] 8 (0.9740, 0.0157 ) [0.9236, 1] 7 
20 0.7431 22 (0.7786, 0.0656) [0.6001, 1.000] 22 (0.7613, 0.0161 ) [0.7142, 0.8052] 22 
21 0.904 12 (0.9196, 0.0453) [0.7614, 1.000] 12 (0.9181, 0.0130 ) [0.8776, 0.9633] 12 
22 0.9466 7 (0.8798, 0.0807) [0.6412, 1.000] 17 (0.9066, 0.0432 ) [0.8117, 1] 13 
23 1 1 (0.9943, 0.0175) [0.8282, 1.000] 4 (1.0000, 0.0005 ) [0.9891, 1] 5 
24 0.8653 17 (0.8599, 0.0546) [0.7096, 1.000] 19 (0.8505, 0.0141 ) [0.815, 0.8998] 19 
25 0.8975 13 (0.9816, 0.0387) [0.7556, 1.000] 6 (0.9489, 0.0386 ) [0.877, 1] 8 

DCBA-DEA: Data Collection Budget Allocation Data Envelopment Analysis, SD: standard deviation. 
 

cases also appear in the efficiency measurement of other 
banks. This is because in our method, the efficiencies 
can be better estimated by collecting more relevant data, 
through an intelligent data collection plan, and DCBA-
DEA helps to materialize this. Compared with Kao and 
Liu (2009), the data collection plan and the improve-
ment of the reducing standard deviation and narrowing 
efficiency ranges are shown in Table 5.  

From Table 5 it shows that the comparisons of sta-
tistic information with ranges and standard deviation 
from the method of Kao and Liu (2009) and DCBA-
DEA. However, the efficiency scores from the latter 
method are more accurate than the former. This is re-
flected in the improvement in efficiency ranges and 
standard deviations have been reduced greatly. The 25 
banks experience about the average reduction of 65.6% 
in efficiency ranges. Take bank 8 as an example, its ef-
ficiency interval is [0.5575, 0.7805] (range = 0.2230) 
from the approach of Kao and Liu (2009), and it be-

comes [0.6362, 0.6637] (range = 0.0275), which repre-
sents and improvement of about 84%. This implies that 
the true mean values of the efficiency scores are being 
estimated more accurately. Meanwhile, the standard 
deviation, as a significant indicator of simulation stabil-
ity, has been greatly reduced by 66.2% in average. As 
we know from statistics, a smaller standard deviation 
can predict the efficiency scores into narrower ranges. 
Here for instance, the bank 8, its standard deviation has 
been reduced from 0.0292 to 0.0046, this means an im-
provement of standard deviation reduction of 87.67% by 
applying DCBA-DEA, In addition, the value of MSE, 
this is as a measurement of accuracy level in efficiency 
scores, appears at the third digit after the decimal point 
for all the banks.  

For the conventional model that uses the average 
data to estimate efficiency, and each efficiency score is 
a discrete value. While for the stochastic models, apart 
from the mean efficiency scores, the standard deviation, 
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Table 5. Data collection design and the improvement of DCBA-DEA in ranges and standard deviation 

DCBA-DEA data collection design and MSE Improvement of accuracy 

Bank n1 n2 n3 n4 n5 n6 MSE 
Ranges reduction  

(
* 1 2 100%

1
R R

R
−

× ) 

Standard reduction 

(
** 1 2 100%

1
S S

S
−

× )

1 47 39 66 1 1 46 0.000745 57.14 49.98 
2 27 8 24 82 15 44 5.90E-05 75.71 69.61 
3 10 20 9 153 7 1 5.27E-05 80.92 76.40 
4 26 48 8 106 9 3 4.37E-26 0.00 0.00 
5 8 14 39 36 4 99 0.000738 73.79 72.15 
6 18 29 86 24 21 22 6.55E-05 75.53 82.60 
7 26 15 7 7 34 111 0.001137 44.29 60.66 
8 27 35 53 19 18 48 2.53E-05 84.25 87.67 
9 18 84 32 1 56 9 3.49E-05 77.78 86.35 
10 7 11 61 11 47 63 0.000187 74.70 67.83 
11 70 46 46 26 3 9 1.64E-27 0.00 0.00 
12 80 1 43 1 74 1 8.71E-05 77.15 75.86 
13 11 11 85 16 64 13 1.94E-18 99.72 99.11 
14 18 44 56 45 24 13 7.89E-26 100.00 100.00 
15 11 4 101 9 29 46 2.92E-05 75.28 71.73 
16 60 1 42 5 75 17 0.001451 74.78 71.19 
17 17 31 29 21 44 58 0.000746 71.26 69.27 
18 19 24 93 3 6 55 0.000502 66.45 50.09 
19 112 15 8 11 43 11 0.000168 67.09 62.03 
20 18 17 69 5 42 49 0.000246 75.46 77.24 
21 34 39 36 1 55 35 0.000166 71.30 64.08 
22 47 7 62 68 1 15 0.001869 46.47 47.52 
23 3 51 38 69 26 13 3.40E-23 97.14 93.66 
24 1 1 55 1 90 52 0.000185 74.18 70.80 
25 33 1 79 2 45 40 0.003060 0.26 49.67 

DCBA-DEA: Data Collection Budget Allocation Data Envelopment Analysis, MSE: mean square error. 
* R1: range of efficiency from Kao and Liu (2009), R2: range of efficiency from DCBA-DEA. 
** S1: standard deviation from Kao and Liu (2009), S2: standard deviation from DCBA-DEA. 

the efficiency ranges (minimum and maximum values) 
can be obtained from the results as well. What is more 
important, the approach of DCBA-DEA which can 
make the efficiency scores have a better estimation by 
collecting more relevant data intelligently, this is be-
cause that the data collection designs can direct the 
Monte Carlo simulation more sufficiently when com-
pared with the normal simulation approach (e.g., Kao 
and Liu, 2009). When it comes to the reality, as user 
want to do future decision-making base on the estima-
tion of the existing information (e.g., efficiency). A 
smaller standard deviation will give user a better predic-
tion of company operations, this is due to the inputs (e.g., 

cost) can be limited in a smaller ranges to avoid the 
waste of cost. Then it will help the company to save cost 
and improve business efficiency. In addition, the results 
from DCBA are useful for managers to know how to 
effectively allocate the budget for data collection in or-
der to maximize the accuracy of efficiency, then they 
can conveniently judge the performance optimistically 
(maximum values), moderately (mean values), or con-
servatively (minimum values) based on their experience, 
expertise, and judgment. Moreover, the data collection 
design, i.e., in Table 5, can express the randomness of 
the stochastic variables, the larger of the number indi-
cate that this variables are more stochastic than the other, 
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and hence it need more simulation runs to estimate a 
value which is more close to its true value. Further, 
these data collection plans even can direct the real data 
collection process if more information (e.g., the objec-
tive, the total data collection plan, budget, and time) can 
be added.  

5.  CONCLUDING REMARKS 

This research developed a method known as the 
DCBA-DEA for measuring efficiency for DMUs in a 
more practically feasible way. The proposed method 
starts by measuring the efficiency scores, after which it 
improves the accuracy of the efficiency through data 
collection. The effort in data collection is allocated intel-
ligently using the simulation optimization technique. 

The proposed method was designed to tackle the 
limitations of the conventional efficiency measurement 
modus operandi. To that end, the first salient point is 
that efficiency scores are obtained in a more confident 
manner, as to which even the decision makers are uncer-
tain about the data, the efficiency scores can still be es-
timated accurately and performance analysis can be 
conducted smoothly. The second point to consider is 
that the proposed method, when collecting the data, one 
will be able to allocate the effort intelligently, eliminat-
ing wastes of resources and not necessities in collecting 
data which are not necessary that might otherwise result 
in misleading efficiencies.  

On the limitation, we admit that the experiment in 
Sections 4 and 5 was not a full-scale application, but 
rather a partial-scale study utilized just to illustrate the 
proposed method. The application has been simplified 
and various considerations need to be taken into account 
for a fully justifiable DCBA-DEA application. Never-
theless, it is hoped that, this paper could be the breaking 
point for a new direction in efficiency measurement 
research, i.e., to employ ‘thinking out of the box’ appro-
ach for more innovative and creative ideas. 

ACKNOWLEDGMENTS 

The authors acknowledge the grant support by RCMO 
USM (1001/PMGT/816224) and ERGS (203/PMGT/6730 
127). The first author acknowledges the funding support 
from School of Management and fellowship support from 
the Institute of Postgraduate Studies, Universiti Sains Ma-
laysia.  

REFERENCES 

Banker, R. D., Kotarac, K., and Neralic, L. (2013), Sen-
sitivity and stability in stochastic data envelopment 
analysis, Journal of the Operational Research So-

ciety, 65(4), 1-14. 
Charnes, A., Cooper, W. W., and Rhodes, E. (1978), 

Measuring the efficiency of decision making units, 
European Journal of Operational Research, 2(6), 
429-444. 

Chen, C. H. and Lee, L. H. (2010), Stochastic Simula-
tion Optimization: An Optimal Computing Budget 
Allocation, World Scientific Publishing Co., Sin-
gapore. 

Cooper, W. W. (2013), data envelopment analysis. In: 
Gass, S. I. and Fu, M. C. (eds.), Encyclopedia of 
Operations Research and Management Science, Sp-
ringer, Heidelberg, 349-358. 

Cooper, W. W., Huang, Z., and Li, S. X. (1996), Satis-
ficing DEA models under chance constraints, An-
nals of Operations Research, 66(4), 279-295. 

Cooper, W. W., Seiford, L. M., and Tone, K. (2000), 
Data Envelopment Analysis: A Comprehensive Text 
with Models, Applications, References, and DEA-
Solver Software, Kluwer Academic, Boston, MA. 

Despotis, D. K. and Smirlis, Y. G. (2002), Data envel-
opment analysis with imprecise data, European 
Journal of Operational Research, 140(1), 24-36. 

Dyson, R. G. and Shale, E. A. (2010), Data envelopment 
analysis, operational research and uncertainty, Jour-
nal of the Operational Research Society, 61(1), 25-
34. 

Fried, H. O., Lovell, C. A. K., and Schmidt, S. S. (2008), 
The Measurement of Productive Efficiency and Pro-
ductivity Growth, Oxford University Press, New 
York, NY. 

Kao, C. and Liu, S. T. (2009), Stochastic data envelop-
ment analysis in measuring the efficiency of Tai-
wan commercial banks, European Journal of Op-
erational Research, 196(1), 312-322. 

Lee, L. H., Chew, E. P., Frazier, P. I., Jia, Q. S., and Chen, 
C. H. (2013), Advances in simulation optimization 
and its applications, IIE Transactions, 45(7), 683-
684. 

Ogawa, M. and Ishii, H. (2002), The total ranking me-
thod from multi-categorized voting data based on 
analytic hierarchy process, Industrial Engineering 
and Management Systems, 1(1), 93-98. 

Okudan, G. E. and Lin, C. Y. (2009), An exploration on 
the use of data envelopment analysis for product 
line selection, Industrial Engineering and Man-
agement Systems, 8(1), 47-53. 

Olesen, O. B. (2006), Comparing and combining two 
approaches for chance constrained DEA, Journal of 
Productivity Analysis, 26(2), 103-119. 

Olesen, O. B. and Petersen, N. C. (1995), Chance con-
strained efficiency evaluation, Management Sci-
ence, 41(3), 442-457. 

Panta, M., Smirlis, Y., and Sfakianakis, M. (2013), As-
sessing bids of Greek public organizations service 



Qiang and Peng: Industrial Engineering & Management Systems 
Vol 13, No 2, June 2014, pp.210-220, © 2014 KIIE 220
  

 

providers using data envelopment analysis, Opera-
tional Research, 13(2), 251-269. 

Seiford, L. M. (1996), Data envelopment analysis: the 
evolution of the state of the art (1978–1995), Jour-
nal of Productivity Analysis, 7(2/3), 99-137. 

Simar, L. and Wilson, P. W. (1998), Sensitivity analysis 
of efficiency scores: how to bootstrap in nonpara-
metric frontier models, Management Science, 44(1), 
49-61. 

Thanassoulis, E. (2001), Introduction to the Theory and 
Application of Data Envelopment Analysis: A 
Foundation Text with Integrated Software, Kluwer 
Academic Publisher, Norwell, MA. 

Trinh, T. H., Kachitvichyanukul, V., and Luong, H. T. 
(2012), A tradeoff between customer efficiency and 
firm productivity in service delivery systems, In-

dustrial Engineering and Management Systems, 
11(3), 224-232.. 

Wong, W. P., Jaruphongsa, W., and Lee, L. H. (2008), 
Supply chain performance measurement system: a 
Monte Carlo DEA-based approach, International 
Journal of Industrial and Systems Engineering, 
3(2), 162-188. 

Wong, W. P., Jaruphongsa, W., and Lee, L. H. (2011), 
Budget allocation for effective data collection in 
predicting an accurate DEA efficiency score, IEEE 
Transactions on Automatic Control, 56(6), 1235-
1246. 

Zhu, J. (2003), Imprecise data envelopment analysis 
(IDEA): a review and improvement with an appli-
cation, European Journal of Operational Research, 
144(3), 513-529.  

 
 
 
 
 
 
 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


