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Sensing Performance of Efficient Cyclostationary Detector
with Multiple Antennas in Multipath Fading and

Lognormal Shadowing Environments
Ying Zhu, Jia Liu, Zhiyong Feng, and Ping Zhang

Abstract: Spectrum sensing is a key technical challenge for cog-
nitive radio (CR). It is well known that multicycle cyclostation-
arity (MC) detection is a powerful method for spectrum sens-
ing. However, a conventional MC detector is difficult to imple-
ment because of its high computational complexity. This paper con-
siders reducing computational complexity by simplifying the test
statistic of a conventional MC detector. On the basis of thissim-
plification process, an improved MC detector is proposed. Com-
pared with the conventional detector, the proposed detector has
low-computational complexity and high-accuracy sensing perfor-
mance. Subsequently, the sensing performance is further investi-
gated for the cases of Rayleigh, Nakagami-m, Rician, and Rayleigh
fading and lognormal shadowing channels. Furthermore, square-
law combining (SLC) is introduced to improve the detection capa-
bility in fading and shadowing environments. The corresponding
closed-form expressions of average detection probabilityare de-
rived for each case by the moment generation function (MGF) and
contour integral approaches. Finally, illustrative and analytical re-
sults show the efficiency and reliability of the proposed detector
and the improvement in sensing performance by SLC in multipath
fading and lognormal shadowing environments.

Index Terms: Improved MC detector, MGF, Nakagami-m fading,
Rayleigh fading, Rayleigh fading and lognormal shadowing,Rician
fading, SLC, spectrum sensing.

I. INTRODUCTION

With the rapid growth of wireless communications, the avail-
able spectrum is becoming overcrowded. To alleviate the spec-
trum shortage problem, cognitive radio (CR) was first intro-
duced by Mitola in 1999 [1] and provides a way to use the
valuable radio spectrum in an efficient manner. These radiosare
actually unlicensed wireless devices that temporarily utilize the
unused primary spectral bands [2]–[4]. However, the first step
in opportunistic access to the licensed spectrum is the detection
of unused spectral bands [5]–[7]. In addition, CR should vacate
the primary spectral band as soon as a primary user (PU) starts
transmitting. Briefly speaking, spectrum sensing and transmis-
sion opportunity exploitation are the main challenges to CRnet-
works.
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Different approaches for spectrum sensing for CR applica-
tions have been proposed [8]–[11]. The commonly considered
approaches are based on power spectrum estimation, energy de-
tection, and multicycle cyclostationary (MC) detection. Power
spectrum estimation may not function reliably in a regime with a
low signal-to-noise ratio (SNR). Energy detection, on the other
hand, is subject to uncertainty in noise and interference statis-
tics. MC detection, which uses inherent properties of digital
modulated signals, has been proposed in the literature to over-
come the above problems [11]–[13]. In fact, it is well known
that if a signal has strong cyclotationary properties, it can be
detected at low SNRs. In addition, MC detector can inherently
distinguish PUs from secondary users as well as interferersif
they have dissimilar cyclic features [23].

Although conventional MC detectors operate significantly
better than energy and power detectors, they require extensive
computation to provide sufficiently low error probability,which
causes high computational complexity [12], [13]. High compu-
tational complexity leads to a long detection time, which seri-
ously degrades the spectrum efficiency of the CRs because all
communications should be stopped during detection. Many pa-
pers focus on reducing the computational complexity of con-
ventional MC detectors. In [14], a cooperative MC detector was
proposed in which the detector combines distinct single-cycle
(SC) detectors for different cycle frequencies (CFs), and the fi-
nal decision is obtained by an OR rule (a hard decision rule for
cooperative sensing) and the primitive decisions of the SC de-
tectors. An adaptive cooperative cyclostationary beamforming-
based spectrum sensing method with affordable complexity was
introduced for multiple-antenna CR in [15]. In [16], a sequen-
tial framework was proposed for a collaborative MC detectorin
order to reduce the average detection time. In [17]–[19], cooper-
ative cyclostationary methods were proposed to improve perfor-
mance. The cooperative and collaborative MC detectors above
were both introduced to reduce computational complexity. In the
proposed cooperative and collaborative schemes, the computa-
tion of test statistics is performed by a group of cooperative CRs
in a distributed manner such that the complexity burden on a
single CR is reduced. Nevertheless, a major drawback of these
schemes is the need for a very large number of cooperative CRs
to make MC detection reliable, which is sometimes impracti-
cal in a CR system. Therefore, it is still necessary to improve
the conventional MC detector for single CR in a local spectrum
sensing scheme.

Furthermore, because the channel from the PU to the CR is
multipath fading and shadowing in practical CR networks, the
signal of the PU might be severely attenuated before it reaches
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the CR [20]. That is to say, the analysis of sensing perfor-
mance over fading and shadowing channels could help quantify
the exact sensing performance of a detector. However, the ex-
isting studies are mainly restricted to Rayleigh fading, which is
not sufficiently comprehensive [21], [22]. To our best knowl-
edge, none of the previous work has addressed the issue of a
MC detector over Nakagami-m and Rician fading channels. De-
spite focus on the sensing performance over fading channels, all
the previous studies have omitted the effect of shadowing. In a
practical implementation, many detectors will be found either
in stationary positions or with low mobility in an environment
with a varying degree of vegetation cover [23]. This foliageand
the temporal stationary behaviors introduce another degradation
known as shadowing, which cannot be mitigated by averaging
the received signal strength [24]. Hence, if we wish to examine
the exact sensing performance of an MC detector, the effect of
shadowing needs to be investigated.

Moreover, multiple antennas for spectrum sensing can be de-
ployed to improve the sensing performance in severe fading and
shadowing conditions [22], [25]. The need for multiple anten-
nas is also driven by the promise of a high data rate and high-
efficiency broadband services by standards such as long term
evolution (LTE), worldwide interoperability for microwave ac-
cess (WiMax), and international mobile telecommunications-
advanced (IMT-Advanced). The notion of using a multiple-
antenna CR for detecting the spectrum holes has thus attracted
significant interest. In [22] and [25], the linear combinations of
multiple antenna outputs, such as a maximum ratio combiner
(MRC) and square-law combining (SLC), are used to improve
detection reliability. The detection performance of MRC has
been analyzed in [22] by using the moment generating func-
tion (MGF) of the SNR. Study [25] deduces the exact detection
performance analysis by utilizing SLC. Because MRC requires
complete knowledge of the channel state information (CSI),
a simpler technique is SLC, which does not require the CSI.
Moreover, in the processing of the derivation of the detection
performance, the MGF approach in [25] provides a more flex-
ible, general framework for analyzing the sensing performance
than the PDF approach. This new approach can avoid several
difficulties of the PDF method by using a contour integral rep-
resentation of the Marcum-Q function [26].

In this paper, we first propose an improved MC detector. In
the proposed method, we present a reliable simplification for
the test statistic of a conventional MC detector. The benefits
of the simplification include a reduction in the computational
complexity that is caused by computing the test statistic. From
analysis, we find that the test statistic of the proposed detector
follows a chi-square distribution. The closed-form expressions
of the detection probability and false-alarm probability are then
derived. Subsequently, SLC is introduced to improve the detec-
tion capability, and its contribution is demonstrated by compar-
ing it with the case without SLC. Finally, the sensing perfor-
mance of the improved MC detector by employing SLC is inves-
tigated over Rayleigh, Nakagami-m, and Rician fading channels
and composite Rayleigh fading-shadowing channels. The cor-
responding closed-form average detection probability is derived
by using the MGF approach. The effect of fading and shadow-
ing on sensing performance is then demonstrated by simulation

results.
The remainder of this paper is organized as follows. In Sec-

tion II, we proposed an improved MC detector. In Section III,
we derive the closed-form expressions of the detection probabil-
ity of the proposed detector with SLC in multipath fading and
lognormal shadowing environments. Section IV presents numer-
ical and simulation results, and the concluding remarks arepro-
vided in Section V.

II. MULTI-CYCLOSTATIONARY (MC) DETECTOR

In this section, we start by analyzing a conventional MC de-
tector. Then, we propose an improved MC detector to reduce
the computational complexity by simplifying the test statistic
of the conventional detector. Subsequently, the closed-form ex-
pressions of the detection probability and false-alarm probabil-
ity of the proposed detector are derived.

A typical signal detection problem is usually formulated asa
binary hypothesis testing problem

{

H0 : r(t) = n(t)
H1 : r(t) = hs(t) + n(t)

(1)

whereH1 denotes the presence of a PU, andH0 denotes its ab-
sence,r(t) is the s the received signal of the CR user,h is the
gain of the channel between the PU and the CR user,n(t) is the
additive white Gaussian noise (AWGN), ands(t) is the transmit-
ted signal of the PU. In spectrum sensing, the CR user measures
the sufficient statistics at first and then compares them witha
threshold that is determined with a desirable false alarm proba-
bility in order to decide between two hypotheses.

A. Conventional MC Detector

The sufficient statistic of maximum likelihood (ML) detector
is given by [10]

YML =

∫ t+T
2

t−T
2

∫ t+T
2

t−T
2

RS(u, v)r(u)r
∗(v)dudv (2)

whereRS(u, v) = E [s(u)s∗(v)] is the autocorrelation function
of the transmitted signals(t), andT is the observation inter-
val. If the signal is cyclostationary, then the ML detector can be
expressed as

YML =

Nα
∑

k=1

∫ +∞

−∞
Sαk
s (f)∗Sαk

r (f)df, αk =
k

Tc
(3)

whereSαk
s (f) andSαk

r (f) are the spectral correlation functions
(SCFs) ofs(t) andr(t), respectively, at thekth CFαk = k/Tc,
Nα is the number of CFs,Sαk

s (f) is the Fourier transform
of the cyclic autocorrelation functionRαk

r (τ), and the time-
independent functionRαk

r (τ) is calculated as the Fourier-series
coefficient of the periodic autocorrelation functionRr(t, τ) =
∑

kR
αk
r (τ)ej2παkt [11], [12]. Because the transmitted signal

of the PU is unknown,Sαk
s (f) can be assumed to be a rectangu-

lar function with a bandwidth of∆f . Thus,

YMC =

Nα
∑

k=1

∫ f+∆f
2

f−∆f
2

Sαk
r (v)dv. (4)
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Consequently, the sum of cyclostationary signal power at all
CFs is the sufficient statistic for the optimum detector in ML
criterion for cyclostationary signals. This detector is called the
MC detector, the total power can be calculated as

YMC =

Nα
∑

k=1

R
αk
r (τ = 0) (5)

whereRαk
r (τ = 0) represents the cyclostationary signal power

at thekth CF.

B. Improved MC Detector

B.1 Simplified test statistic

BecauseYMC = Re (YMC) + jIm (YMC) is a complex ran-
dom variable, the test statistic of a conventional MC detector
can be given by [6]

TMC = |YMC |2 =
Nα
∑

k=1

|Rαk
r (τ = 0)|2

+
Nα
∑

k=1

Nα
∑

n=1,n6=k
Rαk
r (τ = 0)R

α∗

n
r (τ = 0).

(6)

In order to reduce the computational complexity, we will
make a simplification ofTMC . Because the second term ofTMC

brings a large amount of computation, it is omitted here. The
first term ofTMC is used as the test statistic of the proposed
MC detector. Thus, the simplified test statistic of the proposed
detector can be defined as

Tsim =

Nα
∑

k=1

|Rαk
r (τ = 0)|2. (7)

B.2 Computational complexity analysis

In order to investigate the computational complexity ofTMC

andTsim, we perform the following analysis:
• For computingTMC : In (6), we need to perform complex

multiplicationNα
2 times and complex addition(Nα

2 − 1)
times to computeTMC . Therefore, the total number ofTMC is
2Nα

2 − 1; and thusΘ(Nα
2) is the computational complexity

of the conventional detector.
• For computingTsim: In (7), we need to perform complex mul-

tiplication forNα times and complex addition for(Nα − 1)
times to computeTsim; thus, the total number of computa-
tions forTsim is 2Nα − 1, andΘ(Nα) is the computational
complexity of the proposed detector.
BecauseNα ≫ 1, it can be clearly observed that the com-

putational complexity is greatly reduced by the simplification of
the test statistic, which means that the proposed MC detector has
lower computational complexity than the conventional detector.

Next, the sensing performance of the proposed detector will
be analyzed. By the simulation results in Section IV, we will
show that there is no appreciable difference in detection per-
formance between the proposed detector and the conventional
detector.

B.3 Sensing performance analysis

BecauseTsim is the test statistic of the proposed detector, the
structure of the detector can be defined as

Tsim =

Nα
∑

k=1

|Rαk
r (τ = 0)|2

H1

>
<
H0

λ (8)

whereλ is the detection threshold.
Consequently, the false-alarm and detection probability of the

proposed detector can be represented as

Pf =

∫ +∞

λ

P (Tsim |H0 )dTsim, (9)

Pd =

∫ +∞

λ

P (Tsim |H1 )dTsim. (10)

To obtained the conditional probability density functions
(pdfs) P (Tsim |H0 ) and P (Tsim |H1 ), we should focus on
Rαk
r (τ = 0) in (7) first. Let

Y1 = Rαk
r (τ = 0). (11)

The cyclic autocorrelation function ofY1 can be shown by

Rαk
r (τ) = lim

T→∞

∫ t0+
T
2

t0−T
2

r(t +
τ

2
)r∗(t− τ

2
)e−j2παktdt. (12)

From (11) and (12), the discrete-time counterpart ofY1 is
given by

Y1 =
1

NS

NS
∑

w=1

|r [w]|2 e−j2παkw. (13)

Hence,H0 andH1 according to (1) can be represented as















H0 : Y1 = 1
NS

NS
∑

w=1
|n [w]|2 e−j2παkw

H1 : Y1 = 1
NS

NS
∑

w=1
|s [w] + n [w]|2 e−j2παkw

(14)

wheren [w] = Re (n [w])+jIm (n [w]) is a complex an AWGN
sample with zero mean and varianceσ2

0 , ands[w] is a PU sig-
nal sample. The proposed detector can be viewed as computing
measures of the signal power for a single cycle frequencyαk,
and then the structure of detector can be defined as

T1 = |Y1|2 = |Rαk
r (τ = 0)|2

H1

>
<
H0

λ. (15)

Therefore, for the case of detectionαk, the detection and
false-alarm probability can be represented as

Pf,α
k
=

∫ ∞

λ

P (T1|H0) dT1, (16)

Pd,αk
=

∫ ∞

λ

P (T1|H1) dT1. (17)
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Because the pdfsP (T1 |H0 ) and P (T1 |H1 ) can be de-
rived fromP (Y1 |H0 ) andP (Y1 |H1 ). Given the central limit
theorem for largeNS, Nα >> 1, Y1 is approximately

Gaussian. SinceE
{

|n [w]|2
}

= σ2
0 and var

{

|n [w]|2
}

=

var
{

Re2 (n [w]) + Im2 (n [w])
}

= σ4
0 , the mean and variance

of Y1 underH0 are

E {Y1 |H0 } =
σ2
0

NS

NS
∑

w=1

e−j2παkw = 0, (18)

var {Y1 |H0 }=
1

NS

NS
∑

w=1

∣

∣e−j2παkw
∣

∣

2
var
{

|n [w]|2
}

=
σ4
0

NS
.

(19)

Because{Y1 |H0 } = Re (Y1 |H0 ) + jIm (Y1 |H0 ) is a com-
plex Gaussian random variable, then(T1 |H0 ) = {Y1 |H0 }2 =

[Re (Y1 |H0 )]
2
+ [Im (Y1 |H0 )]

2 follows a centralχ2 distribu-
tion with two degrees of freedom, which has following proba-
bility density function

P (T1 |H0 ) =
1

2σ2
1

e
− T1

2σ2
1 , σ2

1 =
σ4
0

NS
. (20)

Thus, the false alarm probability for detectionαk is

Pf,αk
= e

− λ

2σ2
1 . (21)

Similarly, becauseE
{

|s[w] + n[w]|2
}

= |s[w]|2 + σ2
0 , the

mean of(Y1 |H1 ) is

E {Y1 |H1 } =
1

NS

NS
∑

w=1

(|s[w]|2 + σ2
0)e

−j2παkw

=
1

NS

NS
∑

w=1

|s[w]|2 e−j2παkw = Pαk

(22)

where complex-valuedPαk
is the signal power at thekth CFαk.

Because noise samples are statistically independent, the vari-
ance of(Y1 |H1 ) is

var {Y1 |H1 } =
1

N2
S

NS
∑

w=1

∣

∣e−j2παkw
∣

∣

2
var
{

|s[w]|2 + |n[w]|2
}

=
2σ2

0P

NS
+
σ4
0

NS
(23)

where P = 1
NS

∑NS

w=1 |s[w]|
2. Therefore, (T1 |H1 ) =

{Y1 |H1 }2 = [Re (Y1 |H1 )]
2
+ [Im (Y1 |H1 )]

2 is non-central
χ2 distribution with two degrees of freedom, and its pdf is given
by

P (T1 |H1 ) =
1

2σ2
2

e
−T1+u1

2σ2
2 I0

(
√
T1u1
σ2
2

)

(24)

whereu1 =

√

{E [Re (Y1 |H1 )]}2 + {E [Im (Y1 |H1 )]}2 =

|Pαk
| andσ2

2 = 2σ2
0P
/

NS + σ4
0

/

NS . The corresponding de-
tection probability can then be given by

Pd,αk
= Q1

(

u1
σ2
,

√
λ

σ2

)

(25)

whereQ1(·, ·) is the generalized Marcum-Q function.
The above derivation shows that the detection and false-alarm

probability of proposed detector when it measures a single CF
αk. However, the test statisticTsim =

∑Nα

k=1

∣

∣R
αk
r (τ = 0)

∣

∣

2
=

∑Nα

k=1 T1, which means there areNα different CFs should be
measured by proposed detector. BecauseT1 follows a central
χ2 distribution with two degrees of freedom underH0 and a
non-centralχ2 distribution with two degrees of freedom under
H1, it can be easily concluded thatTsim follows a centralχ2

distribution with2Nα degrees of freedom underH0 and a non-
centralχ2 distribution with2Nα degrees of freedom underH1.
The conditional pdfs ofTsim can then be represented as

P (Tsim |H0 ) =
1

2Nασ2Nα
1 Γ(Nα)

e
−Tsim

2σ2
1 TNα−1

sim , σ2
1 =

σ4
0

NS
,

(26)

P (Tsim |H1 ) =
1

2σ2
2

e
−Tsim+u

2

2σ2
2

(

Tsim
u2

)

Nα−1

2

INα−1

(√
Tsimu2
σ2
2

)

,

σ2
2 =

2σ2
0P

Ns
+
σ4
0

Ns
(27)

whereu2 =
∑Nα

k=1 u1 =
∑Nα

k=1 |Pαk
|, Iv(·) is the th-order mod-

ified Bessel function of the first kind andΓ(·) is the gamma
function. The corresponding false alarm and detection probabil-
ities of proposed detector are

Pf =

∫ +∞

λ

P (Tsim |H0 )dTsim =
Γ
(

Nα,
λ

2σ2
1

)

Γ (Nα)
, (28)

Pd =

∫ +∞

λ

P (Tsim |H1 )dTsim = QNα

(√
u2
σ2

,

√
λ

σ2

)

. (29)

Because the proposed detector is in an AWGN channel (i.e.,
hi = 1), u2 =

∑Nα

k=1 |Pαk
| is the signal power,σ2

0 is noise
power, andγ denote the SNR, thenγ = u2

/

σ2
0 . Thus, (29) can

be rewritten as

Pd = QNα

(

σ0
√
γ

σ2
,

√
λ

σ2

)

. (30)

III. SENSING PERFORMANCE OF PROPOSED
DETECTOR WITH MULTIPLE ANTENNAS IN

MULTIPATH FADING AND LOGNORMAL
SHADOWING ENVIRONMENTS

As shown in Fig. 1, we consider a CR user withL antennas
and assume that the PU has a single antenna. SLC is employed
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L #L

Fig. 1. Spectrum sensing with L antennas.

to combine the outputs ofL antennas. We also assume a nar-
rowband wireless system [30].

In this section, we first derive the detection probability and
false alarm probability of the proposed MC detector with SLC
diversity over an AWGN channel. Then, fading channels such
as Rayleigh, Nakagami-m, and Rician are considered. Finally,
the sensing performance over a Rayleigh fading and lognormal
shadowing channel is investigated.

A. Square-Law Combining (SLC)

In SLC scheme, the outputs of the square-law devices
(square-and-integrateoperation per antenna) are added toyield a
new test statisticTsim_Σ. Therefore, the new test statisticTsim_Σ

can be written by

Tsim_Σ =

L
∑

i=1

Tsim_i (31)

whereTsim_i denotes the test statistic from theith square-law
device.

Note that the decision is made in a local user if SLC technolo-
gies are employed in the local cognitive user. On the other hand,
the decision is carried out in a fusion center when SLC is used
in a cognitive radio network, i.e., cooperative sensing.

B. SLC over AWGN Channel

If SLC is employed to improve the sensing performance of
the proposed detector over an AGWN channel, the test statis-
tic Tsim_Σ follows a centrality chi-square distribution withLNα
degrees of freedom underH0. Therefore, the false alarm proba-
bility becomes

Pf,SLC = P (Tsim_Σ > λ |H0 ) =
Γ(LNα,

λ
2σ2

1

)

Γ(LNα)
. (32)

Similarly, underH1 , Tsim_Σ has a non-central chi-square dis-
tribution withLNα degrees of freedom, and a non-centrality pa-
rameter2γt = 2

∑L
i=1 γi . Thus, the detection probability can

be obtained as

Pd,SLC = P (Tsim_Σ > λ |H1 ) = QLNα

(

σ0
√
γt

σ2
,

√
λ

σ2

)

.

(33)

C. SLC in Multipath Fading and Lognormal Shadowing Envi-
ronments

In fading and shadowing environments,Pf of (32) will re-
main constnt sincePf is considered for the case of no signal
transmission and as such is independent of SNR. Therefore, we
will derive the average detection probability (Pd ) by using MGF
over Rayleigh, Nakagami-m, Rician, and composite Rayleigh
fading-shadowing channels, respectively.

C.1 Average detection probability - MGF approach

The generalized Marcum-Q function in (33) can be written as
a circular contour integral within the contour radiusr ∈ [0, 1).
Then, the (33) can be represented as

Pd,SLC =
e
− λ

2σ2
2

2πj

∮

∆

e
− σ2

0

2σ2
2
( 1

z
−1)γt+ λ

2σ2
2

z

zLNα (1− z)
dz (34)

where∆ is a circular contour of radiusr ∈ [0, 1).
The MGF of the average received SNRγt is Mγt

(s) =
E(e−sγt), whereE(·) is the expectation. Thus, the average de-
tection probability,Pd,SLC, is given by

Pd,SLC =
e
− λ

2σ2
2

2πj

∮

∆

f(z)dz (35)

wheref(z) =Mγt

(

σ2
0

2σ2
2

(

1− 1
z

)

)

e
λ

2σ2
2

z
/zLNα(1− z).

In our study, the expression in (35) is fairly general and holds
for any case where the MGF is available in a suitable form.

C.2 Average detection probability over Rayleigh fading channel

The MGF of Rayleigh fading combined with SLC is

MRay
γt,SLC

(s) = (1 + γts)
−L
. (36)

After substituting this MGF in (35), the average detection prob-
ability, Pd,SLC, over Rayleigh channel can be written in the

form of (35) withf(z) = e

λ

2σ2
2

z

(1+µ1)
L(z−θ1)Lzβ1(1−z) , whereµ1 =

σ2
0γt
/

2σ2
2 , θ1 = µ1/(1 + µ1) andβ1 = L (Nα − 1).

In radiusr ∈ [0, 1) , there areβ1 poles at the originz = 0 and
L pole atz = θ1. By applying the residue theorem to (35), the
detection probability over Rayleigh fading is obtained as (37).

The residueRes (f ; 0, β1) and residueRes (f ; θ, L) of (37)
are given by

Res (f ; 0, β1) =

Dβ1−1

(

e

λ

2σ2
2

z

(1−z)(z−θ1)L

) ∣

∣

∣

∣

∣

z=0

(1 + µ1)
L
(β1 − 1)!

, (39)

Res (f ; θ1, L) =

DL−1

(

e

λ

2σ2
2

z

(1−z)zβ1

)∣

∣

∣

∣

∣

z=θ1

(1 + µ1)
L
(L− 1)!

(40)

whereDn (f (z)) denotes thenth derivative off (z) with re-
spect toz.
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PRay
d,SLC =











e
− λ

2σ2
2 [Res (f ; 0, β1) + Res (f ; θ1, L)] Nα > L

e
− λ

2σ2
2 Res (f ; θ1, L) Nα ≤ L

(37)

PNak
d,SLC =











e
− λ

2σ2
2 [Res (f ; 0, β2) + Res (f ; θ2, Lm)] Nα > Lm

e
− λ

2σ2
2 Res (f ; θ2, Lm) Nα ≤ Lm

(38)

C.3 Average detection probability over Nakagami-m fading
channel

The MGF of Nakagami-m fading combined with SLC is

Mγt,Nak(s) = (1 + γts)
−Lm

. (41)

The detection probability over Nakagami-m channel can be
written in the form of (35) withf(z) = eλ/2σ

2
2z/(1 + µ2)

Lm

(z − θ2)
Lm
zβ2 (1− z), where µ2 = σ2

0γt
/

2σ2
2m, θ2 =

µ2/(1 + µ2) andβ2 = L (Nα −m). Following a similar pro-
cedure as in the Rayleigh fading case, the detection probability
over a Nakagami-m channel can be obtained as follows:

The residueRes (f ; 0, β2) and residueRes (f ; θ2, Lm) of
(38) are given by

Res (f ; 0, β2) =

Dβ2−1

(

e

λ

2σ2
2

z

(1−z)(z−θ2)Lm

) ∣

∣

∣

∣

∣

z=0

(1 + µ2)
Lm

(β2 − 1)!
, (42)

Res (f ; θ2, Lm) =

DLm−1

(

e

λ

2σ2
2

z

(1−z)zβ2

)
∣

∣

∣

∣

∣

z=θ2

(1 + µ2)
Lm

(Lm− 1)!
. (43)

. From the above analysis, we notice that the results are lim-
ited to an integerLm and allow us to computePNak

d,SLC for cer-

tain non-integer values ofm. For example,PNak
d,SLC over a two

branch case can be computed for1/2 multiples ofm values. We
also notice that a Rayleigh fading channel is a special case of

a Nakagami-m channel, for whichPRay
d,SLC can be obtained by

substitutingm = 1 in (38).

C.4 Average detection probability over Rician fading channel

The MGF of Rician fading combined with SLC is given by

MRic
γt,SLC (s) =

(

1 +K

1 +K + sγt

)L

exp

(

− LKsγt
1 +K + sγt

)

(44)

whereK is the Rice factor. Notice that for the special case ofK
= 0 (Rayleigh fading), (44) reduces to Rayleigh in (36). Hence,
using (44), the average detection probability over Rician fading
is obtained as

PRic
d,SLC =

A

2πj

∮

∆

e
a

z−θ3

(z − θ3)
f (z)dz (45)

wheref(z) = e

λ

2σ2
2

z

(1+K+µ2)
L(z−θ3)L−1zβ2(1−z) , θ3 = µ2

µ2+K+1 ,

A = e
− λ

2σ2
2

[

(1 +K) e−Kθ3
]L

, anda = LKθ3 (1− θ3).

Applying a Laurent series expansion fore
( a

z−θ3
)

(z−θ3) in (45)
whenK 6= 0 and using the residue theorem to integrate term
by term, the average detection probability over Rician fading
can be derived as (46).

The residueRes (f ; 0, β2) and residueRes (f ; θ3, L+ n− 1)
of (46) are given by

Res (f ; 0, β2) =

Dβ2−1

(

e

λ

2σ2
2

z

(1−z)(z−θ3)L+n−1

) ∣

∣

∣

∣

∣

z=0

(1 +K + µ2)
L
(β2 − 1)!

, (48)

Res (f ; θ3, L+ n− 1) =

DL+n−2

(

e

λ

2σ2
2

z

(1−z)zβ2

)∣

∣

∣

∣

∣

z=θ3

(1 +K + µ2)
L
(L+ n− 2)!

. (49)

C.5 Average detection probability over Rayleigh fading and
lognormal shadowing channel

Because a shadowing process is typically modeled as log-
normal distribution, the Rayleigh fading-lognormal shadowing
channel model follows a gamma-lognormal distribution as [17]

gγN (x) =

N
∑

i=1

φie
−εix, x ≥ 0, φi ≥ 0, εi ≥ 0 (50)

whereφi = ρie
−(

√
2δηi+ψ)

/(√
π
∑N
i=1 ρi

)

, N is the number

of terms in the mixture,εi = e−(
√
2δηi+ψ), ηi andρi are the

abscissas and weight factors for the Gaussian-Laguerre integra-
tion, respectively, andψ andδ are the mean and the standard
deviation of the lognormal distribution, respectively. The MGF
of Rayleigh fading-lognormal shadowing combined with SLC is
given by

MγN (s) =
N
∑

i=1

(

φi
εi + s

)L

. (51)
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[Res (f ; 0, β2) + Res (f ; θ3, L+ n− 1)] Nα > L+ n− 1

A
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(46)

PRl
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[Res (fi; 0, β1) + Res (fi; θi, L)] Nα > L
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(47)
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Fig. 2. ROC curves for the proposed and conventional MC detector
with different SNRs over AWGN channel (γ = {5, 10, and 15 dB},
Nα = 10).

Thus, the average detection probability over Rayleigh fading-
lognormal shadowing channel,PRl

d,SLC, can be evaluated in

closed-form as (47), wherefi(z) = e

λ

2σ2
2

z

(1+µi)
L
(

z− µi
1+µi

)L
zβ1(1−z)

,

µi = σ2
0

/

2σ2
2εi and θi = µi/(1 + µi). Following a sim-

ilar procedure as in the Rayleigh fading case, the residues
Res (fi; 0, β1) andRes (fi; θi, L) can be obtained; however, we
omit the expressions here for brevity.

IV. NUMERICAL RESULTS AND ANALYSIS

In this section, we provide analytical and simulation results
to verify the analytical framework. In order to show the sens-
ing performance of the proposed detector, we plot the receiver
operating characteristic (ROC) curves (plots of detectionprob-
ability Pd vs. false alarm probabilityPf ) and complementary
ROC curves (plots of miss detection probabilityPm versus false
alarm probabilityPf ), Pd vs. average SNR curves andPd vs.
L curves. Note that each of the following figures contains both
analytical result and simulation result, which are represented by
lines and discrete marks, respectively.

To verify the reliability and efficiency of the proposed detec-
tor, we perform the following analysis: (1) Reliability analysis:
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Fig. 3. ROC curves for the proposed detector over AWGN channel with
different Nαs ( Nα = 2, 4, 6, 8, and 10, γ = 10dB).

Fig. 2 shows the ROC curves of the proposed MC detector and
conventional MC detector over an AWGN channel, for different
SNRγ = 5, 10, and 15 dB andNα = 10. It can be observed that
the analytical results match well with the results from the simu-
lation, confirming the accuracy of the analysis. In Fig. 2, there
is a slight difference in sensing performance between the pro-
posed and conventional detector because of the simplification
of the test statistic of the conventional detector. Although the
simplification slightly degrades sensing accuracy, a satisfactory
sensing capability is still maintained. (2) Computationalcom-
plexity analysis: Based on the analysis in Section II-B-2, the
computational complexity of the conventional MC detector is
Θ
(

102
)

, whereas that for the proposed detector isΘ(10) for
Nα = 10. The analysis above clearly illustrated that the pro-
posed detector is more efficient than the conventional detector.
Overall, Fig. 2 and the computational complexity analysis ver-
ify that the proposed MC detector can reduce the computational
complexity while still maintaining sufficient detection sensitiv-
ity.

To further investigate the sensing performance of the pro-
posed detector, we plot the ROC curves with different values
of Nα, for Nα = 2, 4, 6, 8, and 10. In Fig. 3, the sensing per-
formance improves with an increasing value ofNα, the sensing
performance improves, which is similar to conventional detec-
tor.which is similar to the performance of a conventional detec-



ZHU et al.: SENSING PERFORMANCE OF EFFICIENT CYCLOSTATIONARY DETECTOR... 169

0 5 10 15 20
0

0.2

0.4

0.6

0.8

1

Average SNR (dB)

 

 

m = 1.0

m = 2.5

m = 3.5

m = 4.5

P
d

Fig. 4. Pd vs. average SNR curves for the proposed de-
tector over Rayleigh and Nakagami-m fading channels (m =

1.0, 2.5, 2.5, and 4.5, L = 2, Pd = 0.01, Nα = 10).

10
−3

10
−2

10
−1

10
0

10
−8

10
−6

10
−4

10
−2

10
0

 

 

L = 1

L = 2

L = 3

L = 4

P
d

P f

Fig. 5. Complementary ROC curves with SLC over Rician fading channel
(γt = 10dB, L = {1, 2, 3, 4}, K = 4, Nα = 10).

tor. Because the MC detector measures the sum ofNα spectral
correlation function, the higherNα is, the more accurate binary
decision the detector makes.

Fig. 4 depicts depicts thePd vs. average SNR curves of the
proposed detector over Rayleigh and Nakagami-m fading chan-
nels, for Nakagami parameterm =1, 2.5, 3.5, and 4.5,L = 2,
Pd = 0.01, Nα = 10. Here, we consider both the integer and
non-integer values of Nakagami parameterm. Rayleigh curve
coincide with the Nakagamim = 1 curve and therefore not
shown. For Nakagami-m fading, it can be observed that the
higherm is, the better the detector works. Moreover, the differ-
ence on sensing performance between the case wherem = 1.0
and the case wherem = 2.5 is remarkable, while the difference
is smaller with further increase ofm. That is to say, greater val-
ues of the fading indexm and higher values of the average SNR
imply a relatively less degraded received signal and thus lead to
a higher detection probability.

Fig. 5 shows the complementary ROC curves of the proposed
detector over a Rician fading channel with SLC, forK = 4 and
γt = 10 dB. The number of diversity branches varies from one
to four. It can be observed that the sensing capability of sin-
gle branch (L = 1, non-SLC) case is the lowest bound of the
sensing ability of the proposed detector. There is a significant
improvement in the sensing capability of the proposed detector
with an increasing number of SLC branches.

Fig. 6 depicts the ROC curves of the proposed detector over
a Rayleigh fading and lognormal shadowing channel without
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Fig. 6. ROC curves of proposed detector without SLC over Rayleigh and
Rayleigh fading and lognormal shadowing channels (Nα = 10).

SLC. The shadowing effects considered here were introduced
by Loo in [18] and are (i) light shadowing (ψ = 0.115 and
δ = 0.115), which corresponds to sparse tree cover and (ii)
heavy shadowing (ψ = 3.914 and δ = 0.806), which corre-
sponds to dense tree cover. We takeN = 10 in (50), which
makes the mean square error (MSE) between the exact gamma-
lognormal channel model and the approximated mixture gamma
channel model in (44) less than10−4. The numerical results
match well with the results from the theoretical analysis, con-
firming the accuracy of the analysis. It can be observed that the
performance of the proposed detector degrades with increase in
Rayleigh fading and lognormal shadowing environments, and
improves at higher SNR. Further, for Rayleigh and Rayleigh
fading andlight shadowing environments, there is a slight dif-
ference in the detector’s performance. However, there is a sig-
nificant performance degradation in the proposed detector be-
cause of theheavy shadowing effect in lower average SNR (e.g.,
5 dB).

Next, we consider the effect of SLC in alleviating the
Rayleigh fading and lognormal shadowing. Fig. 7 demonstrate
that SLC improves the detection performance, even in serious
Rayleigh fading and lognormal shadowing environments. For
example, in a Rayleigh andheavy shadowing environment with
a low average SNR (e.g.,5 dB), we find that the detection prob-
ability for the four branch SLC case (L = 4) is almost six times
that for a single branch non-SLC case (L = 1). Furthermore, for
the two branch SLC case (L = 2), there is approximately3 dB
performance gain compared with the non-SLC case. Therefore,
the SLC mitigates the impact of fading and lognormal shadow-
ing and introduces a significant improvement in the detection
probability.

V. CONCLUSION

In this paper, the sensing performance of an improved MC
detector with multiple antennas in fading and shadowing envi-
ronments has been studied. We first proposed an improved MC
detector. By simplifying the test statistic of the conventional
MC detector, the computational complexity is reduced while
maintaining sufficient accuracy in the sensing performance. The
closed-form expressions of the detection probability and false
alarm probability were derived. Subsequently, the sensingper-
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formance of the proposed detector by employing SLC was in-
vestigated in fading and shadowing environments. For Rayleigh,
Nakagami-m, and Rician fading and Rayleigh fading and log-
normal shadowing channels, the closed-form expressions of
the detection probability were derived by using the MGF ap-
proach, respectively. Illustrative and analytical results show that
although multipath fading and lognormal shadowing degradethe
sensing performance of the proposed detector, the gain is sig-
nificantly improved by SLC. Although a Rayleigh fading and
lognormal shadowing channel is analyzed here, the analytical
framework can be extended to a Nakagami fading and lognor-
mal shadowing channel in future work, which is considered as
a generic fading-shadowing channel model. These results will
help quantify the performance gains for an MC detector with
multiple antennas in fading and shadowing environments, which
can help emerging applications such as cognitive radio and ultra-
wideband radio.
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