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ABSTRACT 
 
In this paper, we propose a method to build an accurate initial trimap for the GrabCut algorithm without the need for human 
interaction. First, we identify a rough candidate for the label region of a bottle by applying a saliency map to find a salient area from 
the image. Then, the Hough Transformation method is used to detect the left and right borders of the label region, and the k-means 
algorithm is used to localize the upper and lower borders of the label of the bottle. These four borders are used to build an initial 
trimap for the GrabCut method. Finally, GrabCut segments accurate regions for the label. The experimental results for 130 wine 
bottle images demonstrated that the saliency map extracted a rough label region with an accuracy of 97.69% while also removing 
the complex background. The Hough transform and projection method accurately drew the outline of the label from the saliency area, 
and then the outline was used to build an initial trimap for GrabCut. Finally, the GrabCut algorithm successfully segmented the 
bottle label with an average accuracy of 92.31%. Therefore, we believe that our method is suitable for product label recognition 
systems that automatically segment product labels. Although our method achieved encouraging results, it has some limitations in that 
unreliable results are produced under conditions with varying illumination and reflections. Therefore, we are in the process of 
developing preprocessing algorithms to improve the proposed method to take into account variations in illumination and reflections.  
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1. INTRODUCTION 
 
1.1 Background 

 A smart phone is a high-end mobile phone built on a 
mobile computing platform, with high computing performance 
and connectivity, at the same time, it not only combine kinds of 
digital devices such as PDA(personal digital assistant), a 
mobile phone, camera phone, PMP(portable media players), 
GPS and so on, but also provide high-resolution touchscreens 
and high-speed data access via Wi-Fi. That is why it can 
gradually play an important role. Due to its multi-function, it 
attracts the attention to not only ordinary users but also many 
researchers. The researchers attempt to develop more 
convenient technologies by using devices for more user 
friendly applications. The camera is one of convenient tool, and 
pattern recognition skills are also like object recognition, 
flower recognition, face recognition and etc. Most of them are 
based on the first step of ROI(Region Of Interest) extraction. 
Product is necessity for everyone's life. However, they just 
provide some basic information to introduce themselves (e.g. 
product name, composition of materials, production time and 
place), they are insufficient to satisfy consumers' needs. 
However, it is possible to provide the user with more 
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information on the camera based smart phone application. For 
example, wine label recognition can provide the win type and 
how to drink the win.  

We pay the attention on the product bottle as our 
experimental object. Prior to access the required information, 
the most of important step is the object segmentation that is to 
separate ROI(Region Of Interest) object of interest from the 
input images which is captured by a high-definition smart 
phone, and then following steps can be go on such as image 
analysis, recognition, retrieval stage and so on.  

This paper is organized as follows. Section 2 represents 
some state-of-art object segmentation approaches (GrabCut 
algorithm). The preprocessing of system is described in section 
3, and we present the procedure of initial trimap building for 
object segmentation, following by the graph-based method, 
GrabCut method, is used to separate the product label region of 
interest from the complicated background. The experimental 
results are shown in section 4 and at last we discuss the 
conclusion in section 5. 

 
1.2 Related Work  

Image segmentation is the first step of image processing 
and the basic of computer vision. It is a key step in image 
processing and analysis. It not only reduces the volume of data 
but also extract the image structure features for advanced 
processing steps, image analysis and recognition. Due to the 
segmentation errors are propagated to the high-level processing 
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step, the segmentation step is critical and important. Image 
segmentation is an important technology, and it sometimes has 
other names: object delineation, thresholding, and target 
recognition, target detection, target recognition, target tracking 
technology, and so on. Core of these technologies or itself is 
image segmentation.  

Image segmentation is widely used in image processing 
involving in various types of image. For example, in remote 
sensing image, target segmentation of synthetic aperture radar 
images; in medical image, GM, WM, CSF and NB 
segmentation of Brain MR images and so on; on the traffic 
image analysis, car or license plate is separated from 
background. On the image compression and image retrieval, 
image is segregated into several different object regions. Since 
image segmentation directly affects the following advanced 
processing stages, it is great significance for image processing. 

So far, there are a large number of method have been 
developed for image segmentation for instance, the simplest 
method, thresholding, based on a binary image. It is a simple 
and effective method to separate the image into several regions 
by a threshold value. The most well-known method is Otsu’s 
method [3]. The clustering techniques is also used for image 
segmentation based on distance between a pixels and a cluster 
center, such as k-means [4], Mean Shift Algorithm [5], [6]. 
Alternatively, there are many region based techniques for 
image segmentation, such as region growing method, split-and-
merge methods and so on. The region growing method is the 
seeded region growing method, it takes a set of seeds as input 
along with the image, the region are interactivity grown by 
comparing all unallocated neighboring pixels to the region. The 
main limitation of many region based algorithms is the 
permeation to area where the boundaries between the objects 
are weak or blurry. 

In recent years, curve propagation is a popular technique 
on image analysis for object segmentation, object tracking, and 
stereo reconstruction. It is to evolve a curve towards the lowest 
potential of a cost function, where its definition reflects the task 
to be addressed and imposes certain smoothness constraints. 
The level set method [7]-[13] can be used to efficiently address 
the problem of curve propagation in an implicit manner. To the 
similar intensity or concave of the region, it is difficult to 
segment. These methods described above relay on the 
assumption that the regions approximate normal distributions. 
They often get a relatively worse segmentation results for bottle 
label captured by smart phones due to complexity of label 
region. Therefore, another energy minimization method has to 
be mentioned, graph based method. It can be effectively used 
for image segmentation based on a cost function. In these 
methods, the image is modeled as a weighted, undirected graph. 
Good examples of these methods are normalized cut [14], 
minimum cut/max flow cut [15] and others. Moreover, the 
graph-cut based method is widely used to image segmentation. 
It has been applied to medical image (gray-level images), 
nature image (color images) for multiple objects segmentation 
by using region and boundary information. However, the 
segmentation result depends on the choice of rectangle 
(background and foreground) by users. Fig. 1 shows the graph 
cut-based (GrabCut method, that extends graph cut to color 
images) segmentation result with different rectangles by users. 

 
Fig. 1 Graph-based method segmentation with different 

rectangles (a) and (c) input image with rectangles, (b) and (d) 
segmentation results respect to different rectangles 

 
1.3 Challenging task  

This research is the prior step for the product label 
recognition as smart phone application. Our final goal is to 
retrieval the information which we need such as shown in Fig. 
2. Our experimental object, product bottle, is captured by a 
smart phone in the indoor environment. It always follows 
complex background such as uneven illumination, strong 
reflection (especial product bottle), and other unexpected 
factors. 

 

 
Fig. 2. Label recognition system 

 
In this paper, saliency map and Hough Transformation 

method are used to automatically obtain the initial rectangle 
that labeled background region and foreground region for 
product label region segmentation based on graph-based 
method (GrabCut algorithm). The product label region can be 
accurately separated from the complicated background without 
user interaction by our proposed method. 

 
 

2. GRABCUT ALGORITHM 
 
2.1 GrabCut Algorithm  

GrabCut [16]-[19] is an iterative image segmentation 
technique based on the Graph Cut algorithm developed by C. 
Rother et al. It is widely used to address the problem of 
efficient, interactive extraction of a foreground object in a 
complex environment whose background cannot be trivially 
subtracted. 

GrabCut extends Graph Cut algorithm which is proposed 
by Boykov and Jolly to color information and to complete 
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trimaps. User interaction is simplified to drawing a rectangle 
around the desired foreground. The basic procedures for 
GrabCut algorithm is as follows. Each procedure will be 
explained in more details later on. 

 
 GrabCut algorithm 

A. User creates an initial trimap by selecting a rectangle 
around the ROI (object of interest). The trimap is 
composed of the foreground, background and the 
unknown part of image which can be either foreground or 
background. Pixels inside the rectangle will be marked as 
unknown. Pixels outside this rectangle will be marked as 
known background.  

B.  The computer creates an initial image segmentation, 
where the unknown pixels are tentatively placed in the 
foreground class and all known background pixels are 
placed in the background class. 

C. Two Gaussian Mixture Models (GMMs) are created for 
initial foreground and background classes. 

D. Every pixel in the foreground class is assigned to the most 
corresponding Gaussian component in the foreground 
GMMs. The same process is done with the pixels in the 
background but for component of the background GMMs. 

E. New GMMs are learned from the pixel sets create in the 
previous set. 

F. A graph is built and Graph Cut is used to find a new pixel 
classification of foreground and background. 

G. Repeat steps 4-6 until the classification converges. 
 

2.2 Methodology of GrabCut 
 
2.2.1 Modeling foreground and background 

The initial information provided about background and 
foreground is given by user as a rectangular region selection 
around the ROI (region of interest). Pixels inside the rectangle 
are marked as unknown and pixels outside are be marked as 
known background. According to this information, a model is 
attempt to be created that could be used to determine the 
unknown pixels are either background or foreground. In the 
GrabCut algorithm, the image is taken to consist of pixels nZ  

in RGB color space; this is done by creating K components of 
multivariate GMMs (Gaussian Mixture Models) for two 
regions. K components for known background and K
components for the region which could be foreground, giving a 
total 2K components. In GMM each cluster is mathematically 
represented by a parametric Gaussian distribution. Each 
component is a Gaussian distribution parameterized by ,k kμ Σ , 

denote the date by , .dX X R∈ The density of component k is: 
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The parameters of GMM are estimated by ML (the 

maximum likelihood) based on K-means algorithm. Fig. 3 
shows an image and its GMM labeling. 

 

 
Fig. 3. Gaussian Mixture Model labeling (a) Input image and  

(b) segmentation result by GMM 
 

In GrabCut algorithm, the Gaussian clustering algorithm  
consist of two steps such as above, and in the second step, once 
the pixels have been clustered, we have to throw away the 
current Gaussian components and create new ones for each 
component. 

 
2.2.2 Segmentation by energy minimization based on Graph 
Cut 

Graph cuts can be used to efficiently solve a wide area of 
low-level problem in computer vision as described by Boykov 
and Jolly that can be formulated in terms of energy 
minimization. The energy minimization problem can be 
translated as maximum flow problem in a graph. Fig. 4 shows 
the graph cuts for segmentation. 

 
Fig. 4. Graph-Cut algorithm Segmentation Technique 

 
For an image, it is an array ( )1, , ,n NZ z z z= K K of grey 

values in Graph cut algorithm and this array is used to describe 
an image in the color space, indexed by n. The segmentation of 
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the image is expressed as an array of "opacity" value 
( )1, , Nα α α= K  at each pixel. For hard segmentation, 

( )0,1 ,Nα ∈ with 0 being for background and 1 being for 

foreground. θ  presents the ( )1, , ,n NK k k k= K K parameters of 

GMMs containing , ,k k kμ πΣ . In order to deal with the GMM, 

an additional vector is introduced, with nk assigning to each 
pixel, a unique GMM component, one component either from 
the background or the foreground model, according as 0nα =

or 1. 
The energy function of GrabCut algorithm can be 

described by Gibbs energy function with data term D and 
smoothness term V as following: 

The Gibbs energy for segmentation is defined as: 
 

( ) ( ) ( ), , , Z , , , Z , ZE K U K Vα θ α θ α= +  (2.3) 

 
The data term is defined according to color GMM models 

as: 
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and ( )p •  is a Gaussian probability distribution, and ( )π •  are 

mixture weighting coefficients, so that  
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The smoothness TermV is calculated by using Euclidean 

distance in color space: 
 
ܸ൫ߙ, ܼ൯ ൌ ߛ ∑ ,ሺ݉ݏ݅݀ ݊ሻିଵሾߙ௠ ്ሺ௠,௡ሻא஼ ௠ݖ||ఉି݌ݔ௡ሿ݁ߙ  െ  ௡||ଶ    (2.7)ݖ
 
where [ ]• denotes the indicator function taking values 0, 1 

for predicate, C is the set of pairs of neighboring pixels in the 
8-neighborhood. This is energy encouraging coherence in 
region of similar color value. By optimizing performance the 
constant γ was defined 50 and β is chosen to be: 

 

( )( ) 122 m nz zβ
−

= −  (2.8) 

the segmentation can be estimated as a global minimum:   
 

$ ( )argmin , , ,a E K Zα θ=  (2.9) 

Minimization is done using a standard minimum cut 
algorithm. 

 
 

2.2.3 Comparison and Disadvantage of Graph-Cut 
Algorithm 

GrabCut extends Graph Cut algorithm to color 
information and to complete trimaps. They both described as an 
energy minimization algorithm, however, they are many 
differences. On the energy equation, the monochrome image 
model is replaces for color by Gaussian Mixture Model (GMM) 
in place of histogram, and Graph cut algorithm is previous one-
shot algorithm while GrabCut algorithm is an iterative 
procedure that alternates between estimation and parameter 
learning. On the provide information by users, Graph cut 
algorithm need users provide two kinds of 
information(background and foreground), while GrabCut 
algorithm only need the user specifies background region 
information for building the trimap, and this can be done by 
drawing a rectangle around the ROI(region of interest).  

Generally, GrabCut algorithm consists of hard 
segmentation and soft segmentation. The hard segmentation 
portion is defined by the energy function ( ), , ,E K Zα θ . And 

the soft segmentation is to produce continuous alpha values 
based on a given matting tool. It can be augmented by "border 
matting", that is, It is used to smooth the object boundaries to 
obtain a better segmentation result comparing with hard 
segmentation result. In this paper, we focus on the hard 
segmentation. GrabCut algorithm is a way to perform object 
segmentation that is very user friendly. On the bright side, we 
can continue to modify the segmentation result by defined the 
background and foreground until the ideal result obtained. That 
is means that it cannot automatically separate the object from 
background, as we known, different initial trimaps can get 
different segmentation results. Therefore, we propose an 
approach to detect out candidate label region to build initial 
trimap (background and foreground) for GrabCut segmentation 
algorithm. 

 
 

3. PROPOSED METHOD 
 

Our proposed method is used to automatically separate the 
product label region from the background by using GrabCut 
algorithm without user interaction. The proposed method flow-
chart is shown in following Fig. 5. 

Fig. 5. The flow-chart of our proposed method 
 
A smart phone is used to capture experimental images by 

users. The saliency map method has advantage of obtaining the 
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salient region as the preprocessing stage. The candidate label 
region as initial trimap for GrabCut algorithm is obtained from 
the salient region by combing Hough Transformation and K-
means clustering method. Finally, the segmentation results are 
improved by labeling and filling in the post processing stage. 

 
3.1 Pre-processing 

The saliency map [20]-[25] is designed as input to the 
control mechanism for covert selective attention. A method to 
location the most salient area is proposed by Itti et al [21] based 
on computing the position of maximum in this map by the 
Winner-Take-All mechanism. Due to the experimental images 
are captured in the indoor environment, it often is with 
complicate background containing uninteresting objects, 
cabinets and hands holding the product bottle, it is not trivial 
task to segment an interesting object in our experimental 
images taken in the supermarkets. To take out the complicated 
background, we first generate a saliency map on the input 
image Fig. 3.2 and then apply a threshold value to the image in 
order to draw the boundary of the interest region or salient area. 

 
3.1.1 Saliency Map Generation 

The human attention mechanism plays an important role in 
biological vision and human cognition. Therefore, a lot of 
researches are being done in the vision community on how to 
accurately model human attention in order to detect ROI 
(region of interest). Several models of visual attention have 
been proposed in the literature which can be classified into (a) 
bottom-up method, (b) top-down method, and (c) Bayesian or 
hybrid model. 

Bottom-up models of visual attention [21]-[25], use local 
features in a given image locations which are considerably 
different from their neighbors. These methods normally 
designed in three steps. (1) Feature Extraction, (2) Activation, 
(3) Normalization and Combination. In the present study, the 
saliency feature maps are drawn from the complementary work 
of Itti et al[21], including down sampling ratio, Color(C), 
Intensity(I), Orientation(R). A dynamic Gaussian pyramid

( )I σ  is created based on intensity image i, where [ ]0...8σ ∈ is 

the scale. Feature vectors are calculated by using linear "center-
surround" operation. 

Center-surround differences between a center fine scale C 
and surround coarser scale s yield the feature maps. The center 
is the pixel at scale ( )2,3,4 ,c ∈ and surround is the 

corresponding pixel at scale s c σ= + , with ( )3,4σ ∈  : 

 
The first set with six feature maps is calculated for 

Intensity: 
 

( ) ( ), ( )I c s I c I s= !   (3.1) 

 
Similarly, the second sets with 24 feature maps are 

generated by using color double opponent such as red-green 
(Eq. 3.2) and blue-yellow (Eq. 3.2) for the color channels: 

( ) ( ) ( ), ( ) ( ) ( ) ( )RG c s R c G s G c R s= − −!  (3.2) 

( ) ( ) ( ), B( ) ( ) Y( ) ( )BY c s c Y s c B s= − −!  (3.3) 

 
Local orientation information is obtained from i using 

oriented Gabor pyramids ( ),O σ θ , the Gabor filters tuned to 

( )0 ,45 ,90 ,135o o o oθ ∈ :  

( ) ( ) ( ), , , ,O c s O c O sθ θ θ= !  (3.4) 

 
In total, 42 feature maps are calculated including six 

intensity maps, 12 color maps and 24 orientation feature maps. 
These feature maps are normalized and linearly added to 
generate respective conspicuity maps such as three feature 
maps (color, intensity orientation feature maps) in Fig. 3.2. And 
these conspicuity maps are further normalized and linearly 
added to the final saliency map.  

 
3.1.2 Saliency Region Generation 

In order to obtain the interesting region from the input 
images, we set a thresholding value 55% to detect out these 
regions with accuracy of 97.7%(only 3 is failure in total 
images).Fig. 6 show the process of saliency map generation. 

 
3.2 Product Label Segmentation 
 
3.2.1 Candidate Label Region Generation 
a) Left – Right Border Detection 

The edge detector can describe the boundary information 
of an interesting object. Hence, we use the canny edge detector 
to detect straight lines in the interesting region detected by 
saliency map such as show in Fig. 6. However, other factors 
such as discontinuous edge feature or human’s hand can 
produce the unexpected results. Especially, the boundary of the 
label on the product bottle forms mostly straight lines. 
Therefore, we use a Hough Transformation detect straight lines 
in the restricted area. For example, the transformation is 
applied to all gradient pixels on the edge to convert to Hough 
space. The Hough Transformation [26], [27] is a technique that 
can be used to isolate feature of a particular shape within an 
image. It is most commonly used for the detection of regular 
curves such as lines, circles, ellipses and so on. 

 

 
Fig. 6. Saliency Map and Region Generation Procedure 
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In this paper, we just consider Hough Transformation 
method for straight line detection. We can analytically describe 
a line segment in a number of forms such as below equations 
with a pairs of parameter ( , )a b , the slope parameter a and the 
intercept parameter b respectively; however this representation 
fails in case of vertical lines. In [26], R. Duda and P. Hart 
explored the fact that any line in the xy  plane, shown in Fig. 7. 
Can be described by a following convenient equation with 
parametric and normal notion: 

 
ሻߠሺߩ ൌ ݔ · cosሺߠሻ ൅  ሻߠሺ݊݅ݏݕ

ݕ ൌ ܽ · ݔ ൅ ܾ
(3.5) 

 
where ( )ρ θ is the length of a normal from the origin to 

this line, and θ is the normal orientation of ( )ρ θ with respect 

to the x-axis; for any point ( , )x y  on this line, ( )ρ θ and θ  are 

constant. Applying Hough Transformation for each point will 
produce a sinusoidal curve in the _ρ θ  space, called parameter 
space shown in Fig. 8. 

 

 
Fig. 7. Parametric description of a straight line 

 

 
Fig. 8. The result of applying Hough Transform for ( , )j jx y  and 

( , )i ix y  
 
However, Not only two straight lines are detected but also 

some other lines are detected in the image due to complex 
background or the light reflection. Hence, we have to select 
only two straight lines based on the observation of the two 
straight lines on the left and the right boundary of the label that 
is somehow similar in intensity value as the left and right 
borders of the label region such as Fig. 9. Therefore, the user’s 
hand could be removed by the selected straight lines.  

 
 

              (a)                        (b)                            (C) 
Fig. 9. Comparison of the results of the line detection (a) 

without and (b) with applying the saliency map, respectively 
and (c) the final straight line detection results after selecting 

two similar lines 
 

b) Up – Down Localization  
Due to the complicated background, edge information is 

insufficient to accurately locate the up-down boundary of label 
region. Hence, the k-means algorithm with 3 classes ( 3)K =  is 
used to segment the rough candidate label region defined by 
left-right border (Fig. 10(a) and Fig. 10(b)).  

 
 

(a) (b) (c) 

(d) (e) (f) 
 

Fig. 10. The process of up-down border localization (a) input 
image (b) segmentation by k-means algorithm with 3 classes (c) 
result of region filling, (d) result of region removing, (e) profile 

of (d) and (f) the candidate label region as initial trimap. 
 

From Fig. 10(b), many small regions intersected between 
different components, and affect the statistical data to detect 
boundary of label region. Therefore, two kinds of operations 
are used to provide us more accuracy data, (1) Region Filling, 
(2) Region Labeling. Generally, product label region consist of 
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multi-components such as the reprehensive text, decorative 
maps. They are often separated as different component with 
label region component. The Region Filling operation is used to 
fill all of these regions in order to change them into label region 
components such as shown in Fig. 10(c).  According to the 
result of region filling (Fig. 10(b)), we can also find many the 
same component with label region distribute in the un-label 
region. Many of them are produced by the strong reflection. 
Therefore, we labeled all of them and try to remove theses 
region with small area to gain a relatively clean map such as 
shown in Fig. 10(c).  

Finally, the horizontal profile is calculated according to 
the result after removing operation by region labeling. The 
most area is selected as the label region to determine the up-
down boundary (denoted by X and Y). In the Fig. 10(f) show 
the result of candidate label region by red line.  

 
3.2.2 Label region segmentation by GrabCut  

In GrabCut algorithm, the energy function E is defined by 
"Gibbs" energy including the data term U and the smoothness 
term V. The data term U evaluate the fit of the opacity 
distribution α  to the data z an array of image is defined by

( )1, , ,n NZ z z z= K K , and the smoothness term V is calculated 

using Euclidean distance in color space. This energy 
encourages coherence in regions of similar grey-level. GrabCut 
is a iterative minimization algorithm with user interaction for 
rough segmentation between foreground and background. Here, 
the obtained candidate label region is as the initial trimap to 
segment the product bottle images. In order to obtain the more 
accurate product label region, the region filling and labeling are 
modified the segmentation result by GrabCut algorithm. 

 
 

4. EXPERIMENTAL RESULTS 
 
4.1 Experimental Data  

To our research, the high-definition smart phone was used 
to take the product bottle images in the supermarket. In this 
paper, a set of 130 images have around 300 400,× were 
collected to test and evaluate the performance of our proposed 
methods by using Matlab (7.7.0.471 R2008b, Mathworks). 

 
4.2 Segmentation Results  

The segmentation results based on our proposed method 
are shown in Table 1. and Table 2. Table 1 show the result of 
saliency map detection, and Table 2 show the final 
segmentation results. The results are classified into three 
groups: Success, Partial Success and Failure. Success indicates 
that the methods segment correctly the label regions. Partial 
Success means that the segmentation results contain the main 
label region, and we classified it into two sub-groups again: 
Over-segmentation and Under-segmentation. Over-
segmentation is the results not only contain the label region 
correctly, but also contain small part of the un-label region; 
Under-segmentation is defined as the results are the main part 
of the whole label region that lost a small part. The Failure 
means that the results do not separate from the background 
because of the ambiguity and low contrast around boundaries. 

Table 1. Results of Most Salient Area Detection 

 Success Partial 
Failure Failure 

Number 108 11 3 
Accuracy (%) 89.23 8.46 2.31 

 
Table 2. Results of product bottle label segmentation 

 Total Success 
Partial Success

Failure
Over Under

Number 130 108 7 5 10 
Accuracy (%) 100 83.08 9.23 7.69 

 
Although user's hand was connected to an object of 

interest in an input image, Hough Transformation was able to 
detect the straight lines on the left and right border of the 
product label as background shown in Fig. 11(b). Besides, the 
irregular shape or with and without shelf railing of the label 
region in Fig. 11(a), all of them have been detected successfully 
by the proposed method. 

 

 
(a) 

 
(b) 

 
Fig. 11. Example of successful results (a) a set of original 

images and (b) the segmentation results 
 

 

(a) 

 
(b) 

 
Fig 12. Example of failure results (a) a set of original images 

and (b) the segmentation results. 
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Fig. 12 shows the example of failure results. The color 
component of the part of label region is similar or the label 
region has low contrast around boundaries with the un-label 
region, these part of region are often segmented as background 
component. Such as the fourth results of Fig.12, the main color 
component of label region is white where is similar as the 
ground of supermarket, the text with high contrast is only 
segmented out. 

The segmentation results are compared with the region 
based active contour, grow cut and our proposed approach in 
Fig. 13. Region based active contour method is sensitive to the 
intensity. It has difficulty to segment the label region with un-
even illumination such as the third result in Fig. 13. Grab cut 
algorithm is one of energy minimizing algorithms based on 
color information; it could obtain the relatively good 
segmentation results based on the selection of seeds 
(background and foreground) by user for the input images with 
relatively simple color. However, both of the region and 
boundary information with GMM model are used to separate 
the ROI (region of interest) from complex background.  
 

 
(a)                      (b)                      (c)                      (d) 

 
(a)                      (b)                      (c)                      (d) 

 
(a)                      (b)                      (c)                      (d) 

 
Fig. 13. Comparison with other methods (a) original images, (b) 

region based active contours, (c) grow cut method, (d) our 
proposed method 

 
In order to assess the segmentation performance, the 

Receiver Operation Characteristic (ROC) (Duda et al., 2001) 
curve is analyzed Fig. 14, which is defined by FPR and TPR as 
x and y axes respectively. Since TPR is equivalent with 
sensitivity and FPR is equal to 1-specificity, the ROC graph is 
sometimes called the sensitivity vs (1-specificity) plot. It is 
defined as: 

TPTPR
TP FN

=
+

  (4.1) 

FPFPR
FP TN

=
+

  (4.2) 

 

Where, TP is the number of true positives (pixels of the 
foreground correctly classified) TN is the number of true 
negatives (pixels of the background correctly classified) FP is 
the number of false positives or false alarms (pixels of the 
background classified as foreground) FN is the number of false 
negatives (pixels of the foreground classified as background). 

 

Fig 14. Class distribution 
 
Fig. 15 shows that GrabCut converge to True Positive 1 

faster than GrowCut or Region Based Active Contour. 

Fig 15. Comparison ROC curve (a) confusion Matric (b) ROC 
curve 

 
 

5. CONCLUSION 
 

Product bottle is captured by smart phone in normal 
indoor lighting environment. They are often with complex 
background. The object (product label region) segmentation is 
a challenge task. Generally, the object segmentation just uses 
one kind of information to separate the object from the 
relatively simple background. However, GrabCut algorithm is a 
kind of energy minimization algorithm with a cost function 
formed by combining the region and boundary information 
based on GMM in the color space for foreground detection. 
The drawback is that it need user set the initial trimap 
(background and foreground) manucally. In this paper, we 
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focus on the product label region detection for the initial trimap 
for the GrabCut without user interaction. The saliency map and 
Hough Transformation method are used to find the fine 
candidate label region, the region is as input to automatically 
segment out the label region. Experimental results have shown 
that, our proposed method has been successfully applied to 
detection for product bottle images and achieved a high 
detection accuracy of 92.31% under the complex background. 
Although the results are encouraging our study has several 
limitations. The method hardly works on the label region 
similar to the background. In addition, strong reflection often 
negatively affects the segmentation results due to Hough 
Transformation detection. Therefore, we plan to extend our 
works to low contrast and light reflection. 
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