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Abstract 

The key issue of block-based multi-focus image fusion is to determine the size of the 

sub-block because different sizes of the sub-block will lead to different fusion effects. To 

solve this problem, this paper presents a novel genetic algorithm (GA) based multi-focus 

image fusion method, in which the block size can be automatically found. In our method, the 

Sum-modified-Laplacian (SML) is selected as an evaluation criterion to measure the clarity of 

the image sub-block, and the edge information retention is employed to calculate the fitness of 

each individual. Then, through the selection, crossover and mutation procedures of the GA, we 

can obtain the optimal solution for the sub-block, which is finally used to fuse the images. 

Experimental results show that the proposed method outperforms the traditional methods, 

including the average, gradient pyramid, discrete wavelet transform (DWT), shift invariant 

DWT (SIDWT) and two existing GA-based methods in terms of both the visual subjective 

evaluation and the objective evaluation. 
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1. Introduction 

Image fusion refers to an image processing technique that combines two or more source 

images that have been registered into a single image according to some fusion rules. The fused 

image that is obtained has more information than any single source image, which is more 

adapted to the human visual perception and is more suitable for the subsequent processing of 

the computer [1], [2]. Image fusion is usually divided into three levels: pixel-level image 

fusion, feature-level image fusion and decision-making level image fusion [3]. Currently, 

image fusion as a very important technology has been widely used in many fields, such as 

military, public security, computer vision, medicine, and remote sensing [4], [5], [6], [7]. 

Because of the limited depth of field of optical lenses in CCD devices, it is often impossible 

to obtain an image that contains all relevant objects in focus, which means if one object in the 

scene is in focus, another one will be out of focus [8]. Therefore, to obtain all information of 

the scene, images taken from the same scene that focus on different objects must be fused, 

which is called multi-focus image fusion [9]. After fusing, the resulting image not only 

contains redundant information and complementary information for each of the individual 

source images but also contains information that can not be embodied in any of the single 

source images. 

The simplest multi-focus image fusion method simply takes the average value of the source 

image pixels as the fused image pixel value. This method is simple and is suitable for real-time 

processing, but does not consider the correlation among the pixels solely by superposition. As 

a result, the effect of the images fusion is not satisfactory and has poor contrast [10]. The 

image pyramid technology that was proposed by Burt et al has been widely applied in image 

fusion. Various methods based on the pyramid transform have been proposed, such as the 

Laplacian pyramid [11], the gradient pyramid [12], and the ratio of low-pass pyramid [13], etc. 

Pyramid decomposition-based image fusion can achieve a good effect, but the tower 

decomposition of the image is redundant decomposition. Because the information of the 

different decomposition layers is correlative, which reduce the stability of the pyramid based 

algorithm. Wavelet technology has emerged to solve the instability of the pyramid 

decomposition algorithm because wavelet decomposition is a non-redundant decomposition. 

Wavelet is directional and can be decomposed into different scales and different directions. 

Moreover, wavelets have good locality with respect to time-frequency. Therefore, multi-focus 

image fusion algorithms based on wavelet transform have been widely used [14], [15], [16]. 

The basic idea of this approach is to perform wavelet decomposition on each source image to 

generate a wavelet pyramid of each source image; then all of the decompositions are integrated 

according to some fusion rules, to form the fused wavelet pyramid. Finally, we reconstruct the 

fused image by performing an inverse wavelet transform on the fused wavelet pyramid. 

Although the methods that are based on wavelet transforms and pyramid transforms can often 

achieve satisfactory results, their multi-resolution decompositions is shift-variant because of 

an underlying down-sampling process. In other words, when there is a slight camera/object 

movement or there is mis-registration of the source images, their performance will quickly 

deteriorate [17], [18]. To overcome this problem, a method based on a shift-invariant discrete 

wavelet transform (SIDWT) was proposed in the literature [19]. However, the implementation 

of the algorithm is more complicated and more time consuming. Additionally, the algorithm 

requires more memory. 

One serious limitation of the multi-focus image fusion methods based on pixel or 

decomposition coefficients is that they are sensitive to noise or mis-registration. Additionally, 

pixel-based fusion methods consider only a single pixel or its neighboring pixel, without 
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accounting for the correlation between pixels. As a result, the block-based multi-focus image 

fusion methods have been proposed [20], [21]. The basic idea is to divide each source image 

into blocks size of M * N; then the clearest blocks are selected and are measured by some 

image evaluation standards to construct the fused image. This method is shift-invariant and 

can overcome the problems caused by a slight movement of camera/object or a 

mis-registration of the source images. However, the block-based fusion method is faced with 

some problems. The first problem is how to determine the size of the sub-block. If the size of 

the sub-block is too small, then the fusion result is prone to cause block effects. If the size of 

the sub-block is too large, then it is possible that some sub-blocks contain not only the clear 

portion but also contain the blurred portion. Another problem is which one index is to be 

chosen as the evaluation criterion to measure the sharpness of the sub-blocks. A multi-focus 

image fusion method based on visual characteristics has been proposed in the literature [22], in 

which the visibility was chosen as the evaluation criterion to measure the clarity of the 

sub-blocks; the clearest block was selected to construct the fused image when the difference in 

the sharpness between the two sub-blocks is greater than the threshold value (which was 

artificially set beforehand). Otherwise, it takes the average value of the pixel of the two 

sub-blocks as the pixel value of the fused image block. However, in this method, the initial 

size of a sub-block is determined by experience and the threshold is set artificially beforehand, 

which will have some impact on the fusion result. A multi-focus image fusion method based 

on an adaptive block is proposed in the literature [23]. In this method, each source image is 

divided into sub-blocks of 32 * 32 by experience, selecting the clearest block measured by 

spatial frequency to construct the fused image when the difference in the clarity between the 

two sub-blocks is greater than the threshold value (artificially set beforehand); otherwise, it 

takes the two sub-blocks and divides them into smaller blocks. In addition, this method has the 

same shortcomings as the method in the literature [22].  

A multi-focus image fusion method that applies a genetic algorithm(GA) to seek the 

optimal size of the sub-block has been proposed in the literature [24], in this method the 

visibility was chosen as the evaluation criterion to measure the clarity of the sub-blocks, and 

the spatial frequency is taken as a fitness function to calculate the fitness of each individual, 

selecting the clearest block measured by spatial frequency to construct the fused image, and 

then generating the optimal sub-block by selection, crossover and mutation. GA is also used to 

find the optimal size of the sub-block in the literature [25], in this method the spatial frequency 

was chosen not only as the evaluation criterion to measure the clarity of the sub-blocks but also 

as the fitness function to calculate the fitness of each individual. The rule of the fusion is the 

same as in the literature [22]. The method generates the optimal sub-block by selection, 

crossover and mutation. However, in this method, the parameters that are artificially set have 

an influence on the effect of the fusion. To overcome the limitations of the conventional 

block-based multi-focus image fusion, a novel automatic block-based multi-focus image 

fusion with GA is proposed in this paper. The first step is to divide the source images that have 

been registered into blocks of size M * N, selecting the clearest block measured by 

Sum-modified-Laplacian (SML) to construct the fused image. The second step is to verify the 

consistency of the fusion result and to take the edge information retention as the fitness 

function to calculate the fitness of each individual. Finally, the optimal target solution is 

generated in a global sense by the selection, crossover and mutation procedures. The 

experiments show that the proposed method outperforms a series of traditional multi-focus 

fusion algorithms and two existing GA based methods in the literatures [24], [25]. 

The remainder of the paper is organized as follows. Section 2 briefly describes the related 

theory of SML, edge information retention and GA. The proposed fusion method is presented 
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in Section 3. Experimental results and analysis are given in Section 4. Finally, some 

concluding remarks are drawn in Section 5. 

2. Related Concepts 

2.1 Sum-modified-Laplacian (SML) 

The Laplacian operator is often used as a high-frequency estimator. A study [26] has noted that 

the second derivatives of the Laplacian in the horizontal and vertical directions can have 

opposite signs, which can lead to the two values canceling each other out. Therefore, the 

modified Laplacian is proposed. The expression of the ML is as follows: 
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Here, f(x, y) is the gray-level intensity of pixel (x, y). In this method, ‘step’ always equals 1. 

Hence, the expression for SML becomes the following: 
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where M , N determine the window size. 

In this paper, the reason that we apply SML to measure the clarity of the sub-block is that 

the reference [18] has proved that SML can provide better performance than other evaluation 

metrics, such as the spatial frequency (SF), the energy of Laplacian (EOL), and the energy of 

image gradient (EOG). In addition, we have conducted a group of experiments to verify the 

effectiveness of the SML. Fig.1 (a) shows an image block that has a size of 64*64 and that was 

extracted from the ‘Lena’ image. Fig.1 (b)-(d) show the degraded versions blurred with a 

Gaussian radius of 0.5, 1.0 and 1.5, respectively. As shown in Table 1, when the image 

becomes more blurred, the value of the SML becomes smaller. The results presented here can 

demonstrate that SML can be effectively used to measure the clarity of the image sub-blocks. 
 

       
(a)                                (b)                                (c)                                (d) 

Fig. 1. Original and blurred versions of an image block extracted from the ‘Lena’ image. (a) Original 

image, (b) blurred result of radius 0.5, (c) blurred result of radius 1.0, (d) blurred result of radius 1.5. 

 

Table 1. SML of the image blocks in Fig.1 

 (a) (b) (c) (d) 

SML 94473 43130 25972 17752 
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2.2 Edge Information Retention 

The edge information retention is used to evaluate the amount of edge information that is 

transferred from the input images to the fused image [27], [28]. This metric is a measure for 

objectively assessing the pixel-level fusion performance and is perceptually meaningful. The 

edge information retention is obtained by the following procedures:    

(1) Assume that A  and B  are source images, and that F  is the fused image. The edge 

information and direction information of the source image and the fused image are extracted 

by the Sobel operator, respectively. The expression of the edge strength denoted by 

),( nmgi and the direction information denoted by ),( nmi  are defined, respectively, as 
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where, FBAi ,, , and 
x

is  and 
y

is represent the horizontal edge detection image and the 

vertical edge detection image, respectively. 

 (2) Calculate the relative intensity denoted by ),( nmG AF
, and the relative angle, denoted 

by ),( nmAAF
, between the source image A and the fused image F . The expression of the 
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(3) Calculate the edge information retention from the source image A  to the fusion image 

F , denoted by ),( nmQAF
. The expression of  ),( nmQAF

is defined as  
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The parameters of g , gk , g ,  , k and   determine the shape of the sigmoid functions 

that are used to form the values of ),( nmQ AF

g  and ),( nmQAF

 . Similarly, the edge 

information retention from the source image B to the fusion image F , denoted by ),( nmQBF
, 

can be obtained. 
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Thus, the average value of the edge information retention from the source image A and B to 

the fusion image F is defined as 
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where ),( nmX  reflects the importance of ),( nmQ XF
 and 
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Fig. 2. Flow chart of the genetic algorithm 

2.3 Genetic Algorithm  

The genetic algorithm (GA) is an optimization strategy that simulates the process of biological 

evolution in the natural world [29]. In the GA, the solutions of a variety of complex problems 

are represented with a simple encoding. The nature of the GA is to perform an iterative process 

on a population. The basic idea is to generate an initial population randomly, to represent the 

problem solutions, and then to generate the next population by selection, crossover and 

mutation, which is based on the principle of survival of the fittest, until the termination 

condition is met. Fig. 2 shows a flow chart of the genetic algorithm. The GA mainly includes 

the following three operations: 

(1) Selection: Selection based on the fitness of the individual reflects the principle of 

survival of the fittest. The greater the fitness of the chromosome is, the greater the probability 

it is selected. The traditional selection strategies include the roulette selection strategy and the 

tournament selection strategy. Here, we introduce only the roulette selection algorithm. First, 

we calculate the probability of an individual who is selected in the population based on the 

individual fitness. Second, we calculate the cumulative probability of each individual. Third, 

we generate N random numbers in the interval [0, 1] and sort those random numbers from 

small to large; then we compare the result with the accumulated probabilities of each 
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individual one by one, where N is the number of individuals in the population. If the random 

number is in the interval (the cumulative probability of individual 1i , the cumulative 

probability of individual i ), then the i th individual will be selected to produce offspring. 

(2) Crossover: Crossover reflects the information exchange that takes place in nature. The 

chromosomes that have already been paired randomly will be crossed to produce new 

chromosomes based on the crossover probability. The position of the crossover is also random. 

Crossover methods mainly include single-point crossover, multiple-point crossover and 

uniform crossover. Here, we introduce only the single-point crossover. The single-point 

crossover is that chromosome information after the crossover point is exchanged. 

(3) Mutation: Mutation reflects the gene mutations that take place in nature. Each 

individual will mutate by a certain probability to generate a new chromosome. The position of 

the mutation is also random. Typically, if the position in the selected chromosome has the 

value of 1, then the position will have the value of 0 after the mutation, and vice versa. 

Mutation is conducive to maintaining the diversity of the population so that the best solution 

can be searched for in a space that is as large as possible, avoiding premature convergence into 

a local solution. 

3. The proposed GA-based Fusion Method 

As described in Section 1, we know that the important problem of block-based multi-focus 

image fusion methods is how to determine the size of the sub-block. If the block is too large or 

too small, the fusion result will be not very good. How can we find a suitable size for the 

sub-block? The most direct way is to perform a large number of experiments, in which we use 

all combinations of the size of the sub-block to find a suitable block. However, this method is 

computationally intensive and time consuming. 

Section 2.3 has described that the GA approach is an optimization strategy which can guide 

a search in a problem space according to the competition mechanism of the survival of the 

fittest and it can reduce the complexity of the problem dynamically and effectively [30], [31]. 

The probability of the optimal solution or near-optimal solution of the original problem 

obtained in a complex and large search space is high. Therefore, the method that searches the 

optimal size of the sub-block based on a GA has better robustness. 

Based on the above analysis, a novel automatic block based multi-focus image fusion with a 

GA is proposed in this paper. The basic idea of our method is to handle the size of the 

sub-block as a chromosome and to use the GA to search for a suitable size of the sub-block. 

The first step is to divide the source images that have been registered into blocks of size M * N, 

selecting the clearest block measured by SML to construct the fused image. Then, the 

consistency of the fusion result is verified. The edge information retention is taken to be a 

fitness function to calculate the fitness of each individual. Finally, we generate the optimal 

target solution in a global sense by selection, crossover and mutation. 

Fig. 3 shows the flow chart of the proposed multi-focus image fusion method. Here, we 

consider only the case of two source image fusions, although the method can be extended 

straightforwardly to handle more than two, with the assumption that the source images have 

always been registered. 

Here, the focus is about the generation of the objective function. In the method, the 

objective function and the fitness function are two different functions because a chromosome 

expressed in binary is composed of two parts: one part is the width of the sub-block and the 

other part is the length of the sub-block. When the source images are to be fused, it is 

necessary to divide the source images that have been registered into blocks according to the 
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size of the sub-blocks. Therefore, the objective function is to calculate the decimal value of the 

two parts of each chromosome respectively, corresponding to the width and length of the 

sub-block. The fitness function is to calculate the fitness of each individual, where fitness is 

the edge information retention from the source image to the fusion image. 
Begin
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Fitness function

Create initial population

Determine whether the termination solution is met 

Calculate the objective value

A B

A B

The fusion rule

The fused 

image

Calculate the fitness
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Mutation

N
o

Divide the source images into blocks

Output the optimal 
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Stop
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Fig. 3. A flow chart of the proposed method 

Assume that the source images A and B  have been registered. The steps of the proposed 

method are as follows: 

(1) Define the length of the chromosome as l . Handle the size of the sub-block as a 

chromosome expressed in binary. Assume that the size of the sub-block is nm . Define l  as 
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lengthwidthl  , where  mwidth 2log ,  nlength 2log . Here, the expression of 

l can consider all types of images (any size), but the literature [24] can consider only the 

square images. Assume that iC is denoted as the i th chromosome. The expression of iC  is 

],...,,,...,,[ ,1,,2,1, liwidthiwidthiiii aaaaaC  , 

where the high width  bits of the chromosome represent the width of the sub-block, and the 

low length  bits of the chromosome represent the length of the sub-block. 

(2) Generate the initial population pop . The size of the pop  is lN * , where N  

represents the number of individuals in the population. 

(3) Define the objective function as ),( widthpopecalobjvalu , where pop  is a 

population and width  is a constant that represents the length of the binary string of the width 

of the sub-block. The output value is a matrix of 2*N  denoted by regionSizepop _ . Each 

row of the matrix represents a combination of the size of the sub-block. The first column of 

each row represents the width of the sub-block, and the second column of each row represents 

the length of the sub-block. 

(4) Fuse the source images according to the matrix regionSizepop _  and obtain the fused 

image matrix denoted by ),1( NF . Assume that the source images are fused based on the i th 

combination of the size of the sub-block. Divide the source images that have been registered 

into blocks of )1,(_ iregionSizepop * )2,(_ iregionSizepop . Denote the j th image block 

of the source images A and B  by jA and jB , respectively. Denote the SML of the image 

block jA and jB  by 
A

jSML  and 
B

jSML , respectively. Therefore, the rules of constructing the 

j th block of the i th fusion image are as follows: 
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The fused image }{iF  based on the i th combination of the size of the block can be obtained 

by fusing all of the sub-blocks of the source images. Then, by verifying the consistency 

of }{iF , we can obtain the final fused image }{iF . 

(5) Calculate the fitness of the fused image based on different combinations of the size of 

the sub-block, where fitness is the edge information retention from the source image to the 

fusion image. 

(6) Generate the new population by selection, crossover and mutation. The crossover 

probability and mutation probability is denoted by pc  and pm , respectively. 

(7) Iterative calculation. If the termination condition is not satisfied, then go to step (3). 

Otherwise, go to the next step. Here, the termination condition is that the number of iterations 

is reached. 

(8) Obtain the optimal solution. The optimal chromosome is that fitness is the greatest. The 

corresponding objective function value of the optimal chromosome is the suitable size of the 

sub-block and the final fused image is obtained based on this optimal sub-block size. 
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4. Experimental Results and Analysis 

4.1 Experimental Setup 

In this section, the experiment is performed on one set of artificially produced images and two 

sets of naturally acquired multi-focus images. To evaluate the effectiveness and the robustness 

of the proposed fusion method, three sets of multi-focus images are also analyzed by using the 

conventional and classical methods, such as taking the average of the source images pixel by 

pixel, the gradient pyramid method, the DWT-based method, the SIDWT-based method, and 

the GA-based methods proposed in the literatures [24] and [25]. The decomposition level of 

the multi-scale transform is 4 layers. The wavelet basis of the DWT and SIDWT is DBSS(2,2) 

and Haar, respectively. The fusion rules of lowpass subband coefficients and the highpass 

subband coefficients are the ‘averaging’ scheme and the ‘absolute maximum choosing’ 

scheme, respectively. To compare the performance of the different image fusion methods 

mentioned above, the visual subjective evaluation and the objective evaluation are used. All of 

the algorithms are coded by MATLAB and are run on a 1.7GHz Pentium IV personal 

computer with a memory of 512 MB. 

In the experiment, the parameters of GA are set as follows: 20N , 6.0pc , 05.0pm , 

which are most widely used for GA. However, the number of iterations in GA is obtained 

experimentally. We take a set of values for the number of iterations to test its effect on the 

performance of our method. To obtain this parameter more reasonably, the experiments are 

repeated 10 times with different combinations of parameter sets on the multi-focus source 

images. The blue line in Fig. 4 shows the average standard deviation (STD) of the fitness 

values errors under different values of the number of iterations, and the red line in Fig.4 shows 

its corresponding computation time. Based on Fig. 4, the STD tends to be stable in the 50 

generations. Therefore, in this paper, the parameter for the number of iterations is set to 50.  
 

 
Fig. 4. Convergence and computation time for the experimental results on different iterations. 

 

4.2 Fusion of Artificial Test Images 

Fig. 5(a) is the 256-level standard reference image cameraman, which has the size of 256*256. 

We artificially produce a pair of out-of-focus images by blurring the top part to obtain the 

image in Fig. 5(b), and then, we blur the bottom part to produce the image in Fig. 5(c). The 

blurring is accomplished by using a Gaussian function. The two images are then fused by the 

seven different fusion methods mentioned above and the corresponding fused images are 

shown in Fig. 5 (d)-(j), respectively. The size of the sub-blocks is automatically found by the 
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methods proposed in the literatures [24], [25], and our proposed method yields 153*218, 2*64 

and 4*32, respectively. As can be clearly observed from Fig. 5(d)-(j), the fused results from 

the pixel averaging and gradient pyramid method have poor contrast compared to the results 

from the DWT-based method, the SIDWT-based method, the methods proposed in the 

literatures [24], [25], and the proposed method. However, it is difficult for us to directly 

perceive the difference among the results of the latter five methods. Therefore, to make better 

visual comparisons, the difference images between the fused images and the cameraman 

reference image are given in Fig. 6 (a)–(e). As shown in Fig. 6 (a)–(e), the difference between 

the fused image obtained by the proposed method and the reference image is the lowest, which 

indicates that the fused result using the proposed method is better than the results from the 

other six methods.  

    
 (a)                                      (b)                                      (c)                                   (d)   

    
(e)                                    (f)                                    (g)                                  (h) 

  
                                                         (i)                                     (j) 
Fig. 5. Original and fused image of cameraman: (a) reference image (all in focus); (b) focus on the 

bottom; (c) focus on the top; (d) fused image using an average; (e) fused image using the Gradient 

pyramid; (f) fused image using DWT; (g) fused image using SIDWT; (h) fused image using the method 

proposed in the literature [24]; (i) fused image using the method proposed in the literature [25]; (j) fused 

image using the proposed method. 

In addition to visual subjective evaluation, five evaluation criteria, including the edge 

information retention[27](Q
AB/F

), the mutual information[21](MI), the root mean square 

error[20](RMSE), the distortion index[32](D) and the correlation coefficient[33](CORR) are 

employed to further compare the performance of the seven methods mentioned above. In these 

evaluation criteria, the Q
AB/F

 evaluates the sum of the edge information preservation values 

from the source images to the fused image, the MI reflects the total amount of information that 
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the fused image contains compared with that in the source images, and the CORR reflects the 

degree of correlation between the fused image and the standard reference image. Therefore, 

the larger these values are, the better the performance is. However, because the RMSE 

measures the difference between the fused image and the standard reference image, and the D 

reflects the degree of distortion of the fused image compared with the standard reference 

image, the smaller their values are, the better the fusion effect is. The results of quantitative 

assessments are given in Table 2. From Table 2, we can observe that the proposed method is 

the best of the seven methods because it not only has the largest values of Q
AB/F

, MI, and 

CORR, but also has the smallest values of RMSE and D. These quantitative results indicate 

that by the proposed method, the fused image can retain much more image information and has 

a smaller difference from the source images compared to the other six methods. The results of 

the subjective and objective evaluation presented here can clearly verify that the overall 

performance of the proposed method is significantly superior to that of the other methods. 

             
(a)                                        (b)                                        (c) 

              
                                                    (d)                                             (e) 
Fig. 6. Differences between the fused images in Fig.5(f)-(j) and the reference image in Fig.5(a). (a) 

difference between the fused image using DWT(Fig.5(f)) and the reference image(Fig.5(a)); (b) 

difference between the fused image using SIDWT(Fig.5(g)) and the reference image(Fig.5(a)); (c) 

difference between the fused image using the method proposed in the literature [24](Fig.5(h)) and the 

reference image (Fig.5(a)); (d) difference between the fused image using the method proposed in the 

literature [25](Fig.5(i)) and the reference image (Fig.5(a)); (e) differences between the fused image 

using the proposed method(Fig.5(j)) and the reference image(Fig.5(a)). 

Table 2. Performance comparison of different fusion algorithms in Fig.5 

Fusion algorithms Q
AB/F

 MI CORR RMSE D 

Average method 0.64149 6.7572 0.98853 12.812 9.7742 

Gradient pyramid 0.68412 5.3354 0.99016 13.923 10.192 

DWT 0.71006 6.8049 0.99836 7.9218 7.1221 

SIDWT 0.70928 7.0703 0.99505 9.9778 7.6937 

Literature [24] 0.74362 9.1562 0.99944 7.5706 7.0283 

Literature [25] 0.74388 9.1413 0.99971 7.4219 6.9958 

Proposed method 0.74414 9.1634 0.99974 7.4123 6.9909 
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(a)                    (b)                                   (c)                                     (d) 

       
         (e)                                    (f)                                    (g)    

   
                               (h)                                    (i) 

Fig. 7. Original and fused image of ‘pepsi’: (a) focus on the right; (b) focus on the left; (c) fused image 

using the average; (d) fused image using the Gradient pyramid; (e) fused image using DWT; (f) fused 

image using SIDWT; (g) fused image using the method proposed in the literature [24]; (h) fused image 

using the method proposed in the literature [25]; (i) fused image using the proposed method. 

4.3 Fusion of Real Multi-focus Images 

In this section, experiments have been performed on images that were acquired naturally. 

Tests were first realized on the pepsi multi-focus images, as shown in Fig. 7(a) and (b). Fig. 

7(a) is focused on the right, while Fig.7(b) is focused on the left. The size of the sub-blocks is 

automatically found by the methods proposed in the literatures [24], [25], and our proposed 

method has sub-block sizes of 2*2, 2*4 and 32*64, respectively. The fused images obtained 

by using the above seven methods are shown in Fig. 7(c)-(i). From the fusion results, we can 

observe that the fusion effects acquired by using the pixel averaging method and gradient 

pyramid method are not satisfactory and have poor contrast, but it is difficult to discriminate 

the difference between the fused images of the DWT-based method, the SIDWT-based 

method, the methods proposed in the literatures [24], [25], and the proposed method. 

Therefore, to better show the difference among Fig. 7(e), Fig. 7(f), Fig. 7(g), Fig. 7(h) and Fig. 

7(i), we calculate the difference images between the fused images and the source images, as 

shown in Fig. 8(a)-(j). We know that, for the focused regions, the difference between the 

source image and the fused image should be zero after fusing. For example, in Fig. 7(a), the 

testing card (the right) is focused, and in Fig. 8(e), the difference between Fig. 7(i) and Fig. 

7(a) in the testing card region is slight, which indicates that the whole focused area in Fig. 7(a) 

is contained in the fused image successfully, while the differences in Fig. 8(a)-(d) in the 
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testing card region are greater compared to in Fig. 8(e), which demonstrate that the fused 

results using the DWT, the SIDWT, the methods proposed in the literatures [24], [25] are 

worse than the results of our proposed method. From the difference images in Fig. 8(f)-(j), we 

can also find that, by the proposed method the pepsi can (the left focused region of Fig. 7(b) ) 

is well focused after fusing because the left region in the difference image Fig. 8(j) is the 

smallest difference compared to Fig. 8(f)-(i). 
 

       
(a)                                   (b)                                   (c)                                    (d)   

       
                (e)                                     (f)                                  (g)                                   (h) 

   
                                                        (i)                                   (j) 

Fig. 8. The differences between the fused images in Fig.7(e)-(i) and the source images in Fig.7(a), (b). 

(a) The difference between the fused image using DWT (Fig.7(e)) and the source image in Fig.7(a); (b) 

The difference between the fused image using SIDWT (Fig.7(f)) and the source image in Fig.7(a); (c) 

The difference between the fused image using the method proposed in the literature [24] (Fig.7(g)) and 

the source image in Fig.7(a); (d) The difference between the fused image using the method proposed in 

the literature [25] (Fig.7(h)) and the source image in Fig.7(a); (e) The difference between the fused 

image using the proposed method (Fig.7(i)) and the source image in Fig.7(a); (f) The difference between 

the fused image using DWT (Fig.7(e)) and the source image in Fig.7(b); (g) The difference between the 

fused image using SIDWT (Fig.7(f)) and the source image in Fig.7(b); (h) The difference between the 

fused image using the method proposed in the literature [24] (Fig. 7(g)) and the source image in 

Fig.7(b); (i) The difference between the fused image using the method proposed in the literature [25] 

(Fig. 7(h)) and the source image in Fig.7(b); (j) The difference between the fused image using the 

proposed method (Fig.7(i)) and the source image in Fig.7(b). 

 

To better evaluate the above fusion methods, a quantitative assessment of the performance 

of the seven methods is then conducted. It should be noted that because the reference image is 
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not available for real multi-focus images, only the two evaluation criteria, the Q
AB/F

 and MI are 

used to objectively compare the fusion results. A quantitative comparison of their performance 

is shown in Fig. 9. As shown in Fig. 9, all of the quality indices of the proposed method are 

larger than those for the pixel averaging, the gradient pyramid, DWT, SIDWT, and the 

methods proposed in the literatures [24], [25], which means that the performance of the 

proposed method is the best among the seven fusion methods. 

 
Fig. 9. Performance comparison of different fusion algorithms in Fig.7 

 

      
(a)                    (b)                     (c)                                 (d)        

     
       (e)                                  (f)                                   (g)   

   
                          (h)                                 (i) 

Fig. 10. Original and fused image of ‘clock’: (a) focus on the right; (b) focus on the left; (c) fused image 

using the average; (d) fused image using the Gradient pyramid; (e) fused image using DWT; (f) fused 

image using SIDWT; (g) fused image using the method proposed in the literature [24]; (h) fused image 

using the method proposed in the literature [25]; (i) fused image using the proposed method. 
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The last experiments are performed on another pair of clock images, as illustrated in Fig. 10 

(a) and (b), respectively. The suitable size of the sub-block is automatically found by the 

methods proposed in the literatures [24], [25], and our proposed method is 1*4, 2*8 and 64*16, 

respectively. The fused images obtained by using the above seven fusion methods are shown 

in Fig. 10(c)-(i), respectively. The difference images between the fused images and the source 

images are given in Fig. 11(a)-(j), respectively. The quantitative comparison of their 

performance is shown in Fig. 12. From the Fig. 10(c)-(i), Fig. 11 (a)-(j) and Fig. 12, we can 

see that the fusion results of the experiment are identical to the previous experiment. 

 Hence, based on these experimental results on the two real sets of multi-focus images, we 

can conclude that the proposed method provides better performance and outperforms a series 

of traditional multi-focus fusion algorithms and the existing GA-based methods. 

       
(a)                                    (b)                                   (c)                                  (d) 

       
(e)                                    (f)                                  (g)                                  (h) 

   
                                                         (i)                                  (j) 

Fig. 11. Differences between the fused images in Fig.10(e)-(i) and the source images in Fig.10(a), (b). 

(a) The difference between the fused image using DWT (Fig.10(e)) and the source image in Fig.10(a); 

(b) The difference between the fused image using SIDWT (Fig.10(f)) and the source image in Fig.10(a); 

(c) The difference between the fused image using the method proposed in the literature [24] (Fig.10(g)) 

and the source image in Fig.10(a); (d) The difference between the fused image using the method 

proposed in the literature [25](Fig. 10(h)) and the source image in Fig.10(a); (e) The difference between 

the fused image using the proposed method (Fig.10(i)) and the source image in Fig.10(a); (f) The 

difference between the fused image using DWT (Fig.10(e)) and the  source image in Fig.10(b); (g) The 

difference between the fused image using SIDWT (Fig.10(f)) and the source image in Fig.10(b); (h) The 

difference between the fused image using the method proposed in the literature [24] (Fig.10(g)) and the 

source image in Fig.10(b); (i) The difference between the fused image using the method proposed in the 

literature [25](Fig.10(h)) and the source image in Fig.10(b); (j) The difference between the fused image 

using the proposed method (Fig.10(i)) and the source image in Fig.10(b). 
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Fig. 12. Performance comparison of different fusion algorithms in Fig.10 

5. Conclusions 

The difficulty with block-based multi-focus image fusion is in deciding on the size of the 

sub-blocks. This paper presents a novel GA-based multi-focus image fusion method, with 

which the block size can be found automatically. The proposed method is composed of three 

steps. In the first step, the source images to be fused are divided into blocks of random size, 

and then, the clearest block measured by SML is selected to construct the preliminary fused 

image. In the second step, the consistency of the fusion result is verified, and the edge 

information retention is employed to calculate the fitness of each individual. Finally, through 

the selection, crossover and mutation procedures of the GA, the optimal solution for the 

sub-block size is found, which is ultimately used to fuse the images. The qualitative and 

quantitative experiments can clearly indicate the superiority and effectiveness of the proposed 

fusion method compared to a series of traditional fusion algorithms and two existing 

GA-based methods. 
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