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Abstract

We consider a project time-cost tradeoff problem with two milestones, where one of the jobs has an uncertain processing

time. Unless each milestone is completed on time, some penalty cost may be imposed. However, the penalty costs can

be avoided by compressing the processing times of some jobs, which requires additional resources or costs. The objective

is to minimize the expected total costs subject to the constraint on the expected project completion time. We show that

the problem can be solved in polynomial time if the precedence graph of a project is a chain.
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1. Introduction

In the time-cost tradeoff problem (TCTP), it

is assumed that the processing times can be

compressed through the expenditure of addi-

tional resources such as labor, capital and so on
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[11, 17]. The typical objective of the TCTP is to

minimize the project completion time subject to

the constraint on the total costs or to minimize

the total costs subject to the constraint on the

project completion time.

Let the linear TCTP be defined as the TCTP

such that the set of the possible processing times

is a closed interval and the compression cost is

decreasing linearly on the closed interval, and the

discrete TCTP be defined as the TCTP such

that the set of the possible processing times is

discrete. The linear TCTP can be formulated as

the linear programming (LP) problem and, fur-

thermore, it is solvable by a network flow ap-

proach [6, 12]. However, the computational com-

plexity of discrete TCTP is strongly NP-hard

[5]. Thus, for the discrete TCTP, Weglarz et al.

[19] discussed exact and approximate solution

strategies and Skutella [18] developed the ap-

proximation algorithms with constant perform-

ance guarantee on various special cases.

The TCTP researches above assume that the

processing times are deterministic. In reality,

however, the processing time of a job can be af-

fected by uncertain factors such as weather con-

ditions, preventive maintenance and so on. This

results in the stochastic TCTP (STCTP) such

that the processing times are uncertain. Note that

in this case, the mean value of the processing

time can be compressed by additional resources.

Let the linear STCTP be defined as the STCTP

such that the set of the mean values of the possible

processing times is a closed interval and the com-

pression cost is linear and decreasing on the closed

interval, and the discrete STCTP be defined as

the STCTP such that the set of the mean values

of the possible processing times is discrete.

Wollmer [20], Bowman [3] and Leu et al. [13]

considered the linear STCTP in which the ob-

jective is to minimize the expected project com-

pletion time subject to the constraint on the total

compression costs or to minimize the total com-

pression costs subject to the constraint on the

expected project completion time.

Wollmer [20] formulated the problem as a sto-

chastic programming, and developed the cutting

plan technique which converges to an optimal

schedule. Bowman [3] presented a heuristic algo-

rithm based on simulation technique by using the

derivative estimators. Leu et al. [13] described

the uncertainties of the processing times through

Fuzzy set theory, and presented the searching al-

gorithm based on genetic algorithms. Cohen et

al. [4] considered the linear STCTP in which the

objective is to minimize the expected total costs

under a specified due-date of a project. The ex-

pected costs are described as the sum of the total

compression cost and a time-related overhead

cost. They introduced a new model based on the

robust optimization, which was developed by

Ben-Tal and Nemirovski [2] for solving large-

scale convex optimization problems in which por-

tions of the data are uncertain and known only

to vary within given uncertainty sets, and pre-

sented its potential benefits. Mokhtari et al. [14]

considered the linear STCTP in which the ob-

jective is to minimize the total compression costs

subject to the constraint on the probability that

the project is terminated before a predetermined

deadline. They developed a hybrid approach based

on the cutting plane method and Monte Carlo

simulation. Gutjahr et al. [8] considered the dis-

crete STCTP in which the objective is to minimize

the expected total costs, which are expressed as

the expected penalty cost for the project com-

pletion plus the total compression costs. They pre-
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sented a stochastic branch-and-bound procedure.

Hazir et al. [10] considered the discrete STCTP

to maximize the expected profit under a given

budget. They introduced surrogate measures of

providing an accurate estimate of the scheduling

robustness.

The TCTP researches above assume that

throughout the overall project, there exists only

one milestone, that is, the time when the project

has been terminated. In reality, however, there

may exist some milestones in the middle of the

project. For example, a venture capital company

makes small investments at first, and then de-

termines whether to stop the project or make

more investment, when a milestone has been

reached [1, 16]. To our best knowledge, however,

no paper has been conducted on the STCTP with

more than two milestones.

In this paper, we consider the linear STCTP

with two milestones such that some penalty

costs occur if each milestone is not reached at

the appointed due date. The objective is to mini-

mize the expected total costs subject to the con-

straint on the expected project completion time,

where the expected total costs are expressed as

the expected total penalty costs plus and the total

compression costs.

In the linear STCTP with a general prece-

dence graph, however, computing the expected

project completion time is #P-complete, even

when the mean value of each processing time

cannot be compressed [9]. Note that any #P-

complete problem is polynomially equivalent to

determining the number of Hamiltonian circuits

in a graph [7]. This implies that since the con-

straint of our problem is to check whether the

expected project completion time is larger than

a specific threshold, our problem is at least

#P-complete. Thus, we consider the special but

practical case such that

∙ The precedence graph of a project is a

chain. This property is motivated from a

product development process that consists

of sequential stages [15];

∙ One job has an uncertain processing time

which is distributed according to the uni-

form distribution. This property is moti-

vated from a project where a new technol-

ogy is applied to one of jobs and the exist-

ing technologies are applied to the others.

Since probabilistic information for the new

technology is not sufficiently accumulated

yet, furthermore, the uncertainty of the

processing time which is implemented by

the new technology can be described by an

interval [4].

The remainder of this paper is organized as

follows. Section 2 presents the problem definition

in formal terms. In Section 3, we present an  

algorithm for the LP problem reducible to our

problem. Section 4 shows that our problem is

solvable in   by using the results of Section

3. Finally, we complete the paper with concluding

remarks and future works.

2. Problem Definition

Our problem can be formally stated as follows.

A precedence graph    of a project is a

chain, described below, in which   ⋯ 

is the set of jobs, and  is the set of precedence

relations between jobs :

 →  → ⋯→ 

Note that  → means job  can be started after

job  has been completed. Let jobs  and  be
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two milestones, where . For  , let 

and  be the penalty cost and the appointed time

of job , respectively. Note that if job  is finished

after , then penalty cost  occurs for  .

Let   ⋯ . Let job  be an index for an

uncertain job. The processing time of job  is

a random variable P that is distributed accord-
ing to a uniform distribution   with two pa-

rameters  and  , where  and  are minimum

and maximum values, respectively, that is,

   


  ≤ ≤

The initial processing time of deterministic job

 is  for ∈＼. Associated with job  is

a maximal amount for compression  and a

compression cost rate ,    ⋯ . It is as-

sume that  ≥. Let    ⋯   be

the schedule, where  is the compressed amount

of job  and ≤≤uj ,    ⋯ . Let  

 be the compression cost of job ,    ⋯

. Note that if job  is compressed by  , then

p is distributed according to a uniform dis-
tribution  , defined below :

   


  ≤

 ≤ .

The completion time of job  in  is a random

variable C     ⋯ . Then, our problem

is defined below :

minimize C  C   

   
 

subject to C ≤

≤ ≤    ⋯ 

where C  is the probability that the

job  is completed after ,   , C is
the expected value of the project completion time

and  is the deadline of the project completion

time. Let our problem be referred to as Problem P.

3. LP Problem with Special
Constraints

In this section, we introduce the LP problem

with the special structure of constraints, and

construct an algorithm for the LP problem, de-

fined below :

minimize     
 

subject to  ≤   
  ≤ (1)

 ≤   
  ≤

≤ ≤    ⋯ 

where . Since    
     

 , without

loss of generality, we can assume that  ≤ and

 ≤ . Let LP problem (1) be referred to as LPSC.
Let  min     ⋯ . Henceforth, we

will show that the LPSC with  ≠ can be re-

duced to the LPSC with  .

Lemma 1 : If  , then there exists an optimal

schedule,  in the LPSC such that


 ≥min   .

Proof. There exists an optimal schedule,  such

that 
 min . Since    

 
 ≥ , there

exists a vector,   
 

 ⋯ 
  such that

∙ 
 min  

 ;

∙  ∈＼
  

 and 
 ≥ for ∈＼;

∙ 
 

≥ for ∈＼.

Then, we can construct a new schedule, 
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such that


 











 

 for ∈＼




 for   


 for   ⋯ 

Since 
 ≤ ,    

 
    

 
 and    

 


   
 

,  is a feasible schedule. Further-

more, since  ≤min      ⋯  and 
 

 ∈＼ 
 ,

  
 

∈＼


 ≥

Thus, we can construct another optimal sched-

ule satisfying Lemma 1 from  without increasing

the objective value. □

Let       ⋯   be the permu-

tation such that

∙    ⋯    ⋯ ;

∙ 
≤ 

≤⋯≤ ;

∙If 
  and   , then 

    
   ,

where 
   is the order of job  in  .

Let  be the index such that    

   
≤

    
 

 j  , where, for consistency of nota-

tions, let  
. By Lemma 1 and  ≤

    ⋯ , it is observed that there exists an

optimal schedule,  such that

 
  

     ⋯  and

  
 ≥ 

  

 

 


Let  ′    ⋯  h . Then, based
on the above observations, the LPSC can be

written as follows :

minimize  ∈＼ ′ 

subject to ≤ ∈＼ ′  ≤ 

  ≤ ∈＼ ′  ≤ 

≤ ≤ for ∈＼ ′∪  

≤ ≤    

   


for   

It is observed that LP problem (1) can be re-

duced to LP with  . Henceforth, without loss

of generality, assume that   in the LPSC.

3.1 Optimality Conditions for the LPSC

In this subsection, we introduce two optimality

conditions, which will be used to construct an

algorithm for the LPSC. Let

  min       ⋯    

min      ⋯    

First, we present the property of an optimal

schedule (Lemma 1) for the case that the sign

of  is negative, and then the one of an optimal

schedule for the case that the sign of  is non-

negative (Lemma 2).

Lemma 2 : If  , then there exists an optimal

schedule,  in the LPSC such that

i) If ≤≤  
 min ;

ii) If ≤≤  
 min .

Proof. The proof is given in Appendix A. □

Lemma 3 : If ≥, then there exists an optimal
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schedule,  in the LPSC such that

i) If ≤≤  
 min  ;

ii) If ≤≤  
 min .

Proof. The proof is given in Appendix B. □

The framework of two proofs above is to con-

struct a new optimal schedule satisfying Lemma

2 or Lemma 3, or verify the contradiction under

the assumption that there exists an optimal

schedule which does not satisfy Lemma 2 or

Lemma 3.

3.2 Algorithm for the LPSC

In this section, we develop the algorithm for

the LPSC. Recall that  . Then, based on

Lemmas 2 and 3, we can construct the algorithm

below:

Algorithm OPT

Step 0 Set 
  ⋯ 

  ⋯   

   ⋯    and
     

Step 1 If  , then find job  such that

 min   ∈∪, while if  ,

find job  such that  min  ∈
.

Step 2 If  ≥, then go to Step 2-1, while if

 , then go to Step 2-2.

Step 2-1 If ∈ , then set  min  ,
while if ∈ , then set  min .
If  is feasible in the LPSC, then  is

an optimal schedule and STOP.

Step 2-2 If ∈ , then let  min ,
while if ∈ , then let  min .

Step 3 If ∈ , then go to Step 3-1, while if

∈ , then go to Step 3-2 :

Step 3-1 Set  ＼  ,

 max   and   .

Step 3-2 Set  ＼,

 max    and

  . If   , then set   .

Step 4 If  ∅ and  ∅, then go to Step

6, while otherwise, go to Step 5.

Step 5 If   and  , go to Step 6, while

otherwise, go to Step 1.

Step 6 If  is feasible in the LPSC, then 

is an optimal schedule and STOP.

Otherwise, the LPSC is infeasible and

STOP.

Note that the time complexity of Algorithm

OPT runs in  .

Theorem 1 : The LPSC can be solved in  .

3.3 Numerical example

We illustrate the use of Algorithm OPT by

means of a numerical example below :

minimize  

subject to ≤  ≤

≤   ≤

≤ ≤ ≤ ≤ ≤ ≤,

≤ ≤ ≤ ≤.

This problem can be solved as follows :

Step 0     and   ,

   . and  .

Stage 1 :

Step 1    and  .

Step 2 Since  , go to Step 2-2.
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Step 2-2 Since ∈ ,  min .

Step 3 Since ∈ , go to Step 3-1.

Step 3-1     ,   and  .

Stage 2 :

Step 1    and  .

Step 2 Since  , go to Step 2-2.

Step 2-2 Since ∈  min .

Step 3 Since ∈ , go to Step 3-1.

Step 3-1       and  

Stage 3 :

Step 1    and  .

Step 2 Since  ≥, go to Step 2-1.

Step 2-1 Since ∈ ,  min .

Since        is feasible, 

is an optimal and STOP.

4. Polynomiality of Problem P

In this section, we show that Problem P is poly-

nomially solvable in   through the decom-

position of Problem P into several LP problems

which belong to the class of the LPSC. Since the

expression C ≤  is different depending

on the position of job , we consider two cases

below.

Case 1: Job  is positioned after job , that is,

≥

In this case, C  is a random variable.
Thus, C ≤  is calculated as

follows : Let   ⋯ ＼.

i)    ∈ 

C ≤   

ii)   ∈ ≤

 ≤ ∈ 

C ≤ 
   ∈  



 


 C

 

   
  ∈ 



iii)  ∈  

C ≤   

For simplicity of notations, let     
 

C ≤  
  ∈  and


  ∈  . Then,

 
  



 










 if    
  




 



   
 



if 
 ≤   

  ≤


 if     
 

Case 2 : Job  is positioned before job , that

is, 

In this case, C  is a deterministic
variable. Thus,     

  is calcu-

lated as follows : Let     
  .

 
  



   if    
  

 if    
  ≥

Henceforth, we will describe the expressions

of C ≤  and C . Note that since
≥, C  is a random variable. Thus, by using
the way applied to Case 1, C ≤  is calcu-

lated as follows : let 
   

  C ≤ ,


  ∈  and 

   ∈ 

where    ⋯ ＼.



  



 










 if    
  




 



   
 



if 
 ≤   

  ≤


 if     
 

C  is calculated as follows :
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C  
 ∈＼   

  

 ∈＼   
  



Cn x
Cn x

 
∈＼ 




 

  





Thus, we will reformulate Problem P by using

the expressions of C ≤  C ≤ 

and C . Since 
   

   C   

and  is a constant for ∈ , Problem P

can be rewritten below : Let  ∈＼ 




 

minimize 
   

 
   

 

   
 

subject to ∈

where    ≤ j  
n xj ∩

  ≤ ≤    ⋯ 

Theorem 2 : When job  is processed after job

 , then Problem P can be

solved in  .

Proof. In this case, Problem P can be written as

follows:

minimize     
     

 

   
 

subject to ∈

where

 
  



 










 if    
  




 



   
 



if 
 ≤   

  ≤


 if     
 

and

 
  



 










 if    
  




 



   
 



if 
 ≤   

  ≤


 if     
 

Consider six sets of schedules below :


   ≤

  



 ≤
 ,


   

 ≤
  



 ≤
 

and 
   

 ≤
  



 ≤,

and


   ≤

 



 ≤ 
  ,


   

 ≤
  



 ≤
 

and 
   

 ≤
  



 ≤,

where let     
  and     

  . It is

observed that there exists an optimal schedule

in one of nine feasible regions below :

∩

∩

 for ∈   and ∈  .

Furthermore, since the objective function cor-

responding to each feasible region is linear, nine

LP’s have the forms of the LPSC. Thus, since

nine LP’s can be solved by Algorithm OPT, the

proof is complete. □

Theorem 3 : When job  is processed before

job , then Problem P can be

solved in  .

Proof. In this case, the problem can be written

as follows :

minimize     
     

 
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   
 

subject to ∈

where



  



  if    
  

 if    
  ≥

and



  



 










 i f    
  





 



   
 



i f  ≤   
  ≤



 i f     
 

Consider five sets of schedules below :


   ≤

  



 ≤
 ,

and 
    ≤

  



 ≤

and


    ≤

 



 ≤ 
 ,


   

 ≤
  



 ≤
 

and 
   

 ≤
  



 ≤,

where let 
   

  and 
   

  . It is

observed that there exists an optimal schedule

in one of six feasible regions below :

∩

∩

 for ∈  and ∈  .

Furthermore, since the objective function cor-

responding to each feasible region is linear, six

LP’s have the forms of LP problem (1). Thus,

since six LP’s can be solved by Algorithm OPT,

the proof is complete. □

4.1 Numerical example

We illustrate the reduction of Theorem 2 by

means of a numerical example below : Consider

Problem P with five jobs such that the deadline

is 20, job 4 is an uncertain job and the in-

formation of each job is as follows.    

for

≤ ≤  and

 1 2 3 4 5

 5 5 5  5

 1 2 3 3 3

 4 4 4 4 4

 - - - 12 14

 - - - 10 15

Then, Problem P can be reduced to the follow-

ing problem.

minimize    
     

 

   
 

subject to ∈

where   ≤   
 ∩

  ≤ ≤    ⋯ ,

 
  



 










 if    
  




   

  if ≤   
  ≤

 if    
 

and



  



 










 if    
  




   

  if ≤   
  ≤

 if    
 

Let
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
  ≤

  



 ≤, 
  ≤

  



 ≤

and 
 ≤

  



 ≤,

and


  ≤

  



 ≤, 
  ≤

  



 ≤

and 
 ≤

  



 ≤.

Then, it is observed that there exists an opti-

mal schedule in one of nine feasible regions be-

low :

∩

∩

 for ∈   and ∈  

5. Conclusion and Future
Works

We consider the linear STCTP with two mile-

stones such that the precedence graph is a chain.

The objective is to minimize the expected total

costs subject to the constraint on the expected

project completion time. We show that our prob-

lem is solvable in   by reducing it to the spe-

cial form of the LP problem, which can be solved

in  .

For future works, it would be interesting to

extend the results of our research to a project

such that the precedence graph is series-parallel

or parallel, and the number of uncertain jobs is

more than one.
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<Appendix A>

Proof. i) Suppose that there exists an optimal schedule,  such that 
 ≠min . If    

 


min , then we can construct a new schedule,  such that


 










 for ∈

min    

 
 for  

Since 
 ≤    

 
 ≤ and    

 
 ≤   

 
 ≤ 

 is a feasible schedule. Furthermore, since

  and min  
   

 
 ,

  min 
  




  .

This is a contradiction. Thus, we observe that in an optimal schedule,  ,


  




 ≥min  (2)

If    
 

 min , then, by inequality (2), there exists a vector,   
  

  ⋯ 
  such that

∙ 
 min    

 
 ;

∙     
 

  
 and 

 ≥  ⋯ ;

∙ 
 

 ≥  ⋯ 

Then, we can construct a new schedule,  such that


 











 for ∈＼




 for  


 

 for   ⋯ 

Since 
 ≤    

 
 ≤ and    

 
    

 
 ≤ , 

 is a feasible schedule. Furthermore, since

 ≤min    ⋯  and 
     

 
,

  
 

   




 ≥.

Thus,  is another optimal schedule, and we observe that there exists an optimal schedule,  such

that    
 

 ≥min . Henceforth, without loss of generality, we assume that in an optimal sched-
ule,  ,
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
  




 ≥min . (3)

If 
 min , then  is not a feasible schedule. Thus,


 min . (4)

By inequalities (2) and (4), there exists a vector   
  

  ⋯ 
  such that

∙ 
 min 

 ;

∙  ∈＼ 
  

 and 
 ≥    ⋯ ;

∙ 
 

 ≥ for ∈＼.

Then, we can construct a new schedule,  such that


 











 

 for ∈＼




 for  


 for   ⋯ 

Since    
 

    
 

 and    
 

    
 

  is a feasible schedule. Furthermore, since

 min      ⋯  and  ∈＼ 
  

,

  
 

∈＼ 


 ≥.

Thus, we can construct another optimal schedule satisfying Lemma 2-i from  without increasing

the objective value.

ii) Suppose that there exists an optimal schedule,  such that 
≠min . If    

 
 min ,

then we can construct a new schedule,  such that


 











 for ∈＼


 min 

  




 for  

Since 
 ≤    

 
    

 
 and    

 
 ≤   

 
 ≤ 

 is a feasible schedule. Furthermore,

since   and min    
 

 ,

   min 
  




  .

This is a contradiction. Thus, we observe that in an optimal schedule,  ,


 




 ≥ min    . (5)
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If 
 min , then  is not a feasible schedule. Thus,


 min . (6)

By inequalities (5) and (6), there exists a vector,   
 

 ⋯ 
  such that

∙
 min 

;

∙ ∈＼ 
  

 and 
 ≥    ⋯ ;

∙
 

 ≥    ⋯ .

Then, we can construct a new schedule,  such that


  

 
 for ∈＼




 for  

Since 
 ≤    

 
 ≥   

 
 and    

 
    

 
 ≤ 

 is a feasible schedule. If  , then

it may hold that

 min      ⋯ . (7)

However, since   
     ⋯  in  , which implies that


  for    ⋯ .

By equation (7),


∈      ⋯ ＼


  

 . (8)

By  min     ⋯  and equation (8),

   
  

∈     ⋯ ＼


 ≥.

If  , then  min      ⋯ . Furthermore, since  ∈＼ 
  

 ,

   
  

∈＼ 


 ≥.

Thus, we can construct another optimal schedule satisfying Lemma 2-ii) from  without increasing

the objective value. □
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<Appendix B>

Proof. i) Suppose that there exists an optimal schedule,  such that 
≠min  . If

   
 

 min  , then  is infeasible. Thus,


  




 ≥min   (9)

If    
 

 min  , then, by inequality (9), there exists a vector   
 

 ⋯ 
  such that

∙
 min     

 
 ;

∙    
 

  
 and 

 ≥  ⋯ ;

∙
 

 ≥  ⋯ 

Then, we can construct a new schedule,  such that


 











 for ∈＼


 

 for  


 

 for   ⋯ 

Since 
 ≤    

 
 ≤ and    

 
    

 
  is a feasible schedule. Furthermore, since

 ≤min    ⋯  and 
     

 
 ,

  
 

   




 ≥.

Thus,  is another optimal schedule. Thus, we observe that there exists an optimal schedule, 

such that    
 

 ≥min  . Henceforth, without loss of generality, we assume that in an opti-
mal schedule  ,


  




 ≥min  . (10)

If 
 min  , then we know,  min  . Note that if min min  , then


  or 

 , which implies that 
 is infeasible. Thus, we can construct a new schedule,  such

that


  

 for ∈＼

 for  
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Since 
      

 
 ≥   

 
 and    

 
 ≥   

 
  is a feasible schedule. Furthermore,

since  ≥,

   
  ≥.

Thus,  is another optimal schedule. Thus, we observe that there exists an optimal schedule, 

such that 
 min  . Henceforth, without loss of generality, we assume that in an optimal

schedule,  ,


 min  . (11)

By inequalities (10) and (11), there exists a vector,  
 

 ⋯ 
 such that

∙ 
 min  

 ;

∙  ∈＼ 
  

 and 
 ≥    ⋯ ;

∙ 
 

 ≥ for ∈＼.

Then, we can construct a new schedule,  such that


 











 

 for ∈＼




 for  


 for   ⋯ 

Since 
 ≤    

 
    

 
 and    

 
    

 
  is a feasible schedule. Furthermore, since

 min      ⋯  and  ∈＼ 
  

,

  
 

∈＼

 
 ≥.

Thus, we can construct another optimal schedule satisfying Lemma 3-i) from  without increasing

the objective value.

ii) Suppose that there exists an optimal schedule,  such that 
≠min . If    

 
 min ,

then  is infeasible. Thus,


  




 ≥min . (12)

If 
 min , then we know  min . Note that if  min , then 

 , which
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implies that  is infeasible. Thus, we can construct a new schedule,  such that


 

 for ∈＼

 for   

Since 
      

 
    

 
 and    

 
 ≥   

 
  is a feasible schedule. Furthermore,

since  ≥,

    
  ≥.

Thus,  is another optimal schedule. Thus, we observe that there exists an optimal schedule 

such that 
 min . Henceforth, without loss of generality, we assume that in an optimal schedule,

 such that


 min  (13)

By inequalities (12) and (13), there exists a vector,  
 

 ⋯ 
  such that

∙
 min 

;

∙  ∈＼
  

 and 
 ≥    ⋯ ;

∙
 

 ≥ for ∈＼.

Then, we can construct a new schedule,  such that


 

 
 for ∈＼


 

 for  

Since    
 

 ≥   
 

 and    
 

    
 

  is a feasible schedule. If  , then it may

hold that

 min      ⋯ .

However, since   
     ⋯  in  , which implies that


  for    ⋯ . (14)

By equation (14),


∈    ⋯ ＼ 


  

 . (15)
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By  min     ⋯  and equation (15),

   
  

∈    ⋯ ＼


 ≥.

If  , then  min      ⋯ . Furthermore, since  ∈＼
  

 ,

   
  

∈＼ 


 ≥.

Thus, we can construct another optimal schedule satisfying Lemma 3-ii) from  without increasing

the objective value. □


