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Abstract—Ranking thousands of web documents so that they are matched in response 

to a user query is really a challenging task. For this purpose, search engines use different 

ranking mechanisms on apparently related resultant web documents to decide the order 

in which documents should be displayed. Existing ranking mechanisms decide on the 

order of a web page based on the amount and popularity of the links pointed to and 

emerging from it. Sometime search engines result in placing less relevant documents in 

the top positions in response to a user query. There is a strong need to improve the 

ranking strategy. In this paper, a novel ranking mechanism is being proposed to rank the 

web documents that consider both the HTML structure of a page and the contextual 

senses of keywords that are present within it and its back-links. The approach has been 

tested on data sets of URLs and on their back-links in relation to different topics. The 

experimental result shows that the overall search results, in response to user queries, are 

improved. The ordering of the links that have been obtained is compared with the 

ordering that has been done by using the page rank score. The results obtained 

thereafter shows that the proposed mechanism contextually puts more related web pages 

in the top order, as compared to the page rank score. 
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1. INTRODUCTION 

WWW is a huge repository where the information is stored in the form of hyperlinked web 

documents. It is where each page on it can be reached through other pages by following the 

hyperlinked path that is present at them. Owing to the dynamic nature of the web, the repository 

is continuously growing. Therefore, the search engine’s task has become more challenging in 

the sense that it has to filter out the desired content from this huge repository in response to a 

user query.  

The search engine works in two phases. In the first phase it parses the user queries and then 

the matched contents from the repository are extracted accordingly. Generally, the matched re-

sults are thousands in number, and users are not interested in such a large result set. It is a chal-

lenging task for a search engine to decide the order in which the result should be displayed to the 

end users. So, in the second phase, the search engine uses a relevance rank combined with some 

other measures and heuristics (popularity of the page, TF/IDF, etc.) to rank the documents so 
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that the most relevant pages can be placed at the top in the ranking order.  

Generally, the search engine uses the link-structure of the web [1, 2] and its various properties 

to assign some numeric weight to the page. This is called ranking. The link-structure of the web 

can be represented as a directed graph with web pages as nodes and hyperlinks as the directed 

edges. 

For example, in Fig. 1 the web pages P, Q, and R are the nodes and the arrows (edges) are the 

hyperlinks that are present in them. There are two types of hyperlinks, in-links and out-links. 

The links that are pointed at by another page are called in-links or back-links. The links that are 

emerging from the page to other pages are called out-links and forward-links. For example, in 

Fig. 1 the web page R has two in-links (pointed to it) and one out-link (pointed to P). So, P and 

Q are the back-links of R. For a particular web page, once it is downloaded all of its forward-

links can be known, but the same is not true for the back-links. Generally, a page is considered 

more important if it is highly linked with other pages. These links play an important role in rank-

ing the web pages. The page rank [3] also depends on the number and quality of back-links. 

Chattamvelli [26] has discussed various generalizations for the Original Page Rank Algorithm 

(OPRA) such as NoRPRA, APRA, WePRA, FiPRA and HyPRA. However, the simplest mech-

anism applied for the page rank computation [25] can be represented by the following expres-

sion: 

 

 
Where, 

u: the web page  

R(u): the page rank of ‘u’ 

Bu: back-links 

Nu: |Fu| the number of links from u 

c : the factor used for normalization 

 

The Page Ranks form a probability distribution over web pages, so the sum of all web pages’ 
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Fig. 1.  Link Structure of the Web 
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Page Ranks should be one. The page rank values for page P, Q, and R are computed using the 

above expression and are shown in Fig. 1. For the purpose experimentation in this body of work, 

we have used the simple Page Rank Score. 

Similarly, the HITS [5] algorithm ranks the page based on the link structure where the termi-

nologies used are the Hubs and Authority pages. HITS considers the back-links (in-links) as the 

hub pages and the pages to which these in-links points, as authority pages. This is where the 

authority pages are the pages that are relevant, popular, and that are particularly focused on the 

query. Hub pages (back-links) are those that contain useful links to relevant pages and also links 

to many authorities.  

None of the existing ranking methods consider the contextual senses (polysemy) of the key-

words that are present in the web page while computing the rank of the web documents against 

user queries. A keyword may have various meanings depending upon its usage. This is called 

the contextual sense. For example, the keyword ‘Server’ can be used as waiter, court game, 

computer science host, and as a utensil.  

Furthermore, it has been observed that existing mechanisms use the back-links count to rank a 

web page and to consider all the back-links to a web page. The information in a particular web 

page might be partial in nature and sometimes does not fulfill the user requirement completely. 

As a solution, Soumen [21], has found that if the backward link (back-link) information is pro-

vided to the user, it will enhance the knowledge discovery process. The back-links to referral 

parent pages provide information about the related web resources. 

In our previous work [4], we have analyzed the relevance of back-links to a web page. It has 

been observed that not all of the back-links to a web page are equally important. The back-links 

are filtered out based on the contextual senses of the keywords. In this paper, to rank a web page 

the contextual senses of the keywords that are present in them are used and only the contextually 

related back-links are considered as a good source of topical information. The proposed mecha-

nism computes the probability measure for each contextual sense that is related to the keywords 

that are present in the web page to assign a rank value. Similarly, the rank values for back-links 

are computed. All the pages thus obtained (web pages and their back-links) and are then ordered 

according to the computed rank value. The experimental result analysis shows that when using 

this technique various highly ranked, relevant back-links are displayed in the top positions, 

which results in replenishing the user with more related information. 

 

 

2. RELATED WORK 

Generally the search engines index the retrieved web documents based on the popularity of 

the pages on the web. However, the popularity of the web page may change over time as sug-

gested by Klienberg [5], wherein it distinguishes two types of pages as being ‘hubs’ and ‘author-

ities’. Hubs are the connection points of important pages that point to important authorities. Au-

thority is a page that is pointed to from many important hubs. The hub-score H(x) and authority-

score A(x) that are associated with page x are recursively updated. Another popular method of 

ranking the documents, which was introduced by Brin and Page [6], is called the page rank algo-

rithm (mentioned in Section 1). It is a relative measure that is used for ranking the importance of 

a web page with respect to the other web pages that link to it. Some search engines to relevance 

rank retrieved documents on a high-to-low priority order use it. Researchers have published 
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various extensions of the Page Rank algorithm. The Trust Rank [22] is an extension of the Page 

Rank. It aims to reduce the side effects of spam and unwanted web pages, so as to improve the 

quality of the Page Rank.  

The most popular HITS and Page Rank mechanism work mainly on link structures. Some re-

searchers have computed the rank of a web page based on their content analysis. One such 

mechanism was proposed by Emil Gatial [7]. It computes the page relevance based on the key-

words that are present in the web page by comparing keywords that match in relevant or irrele-

vant pages and it assigns a weight based on that. The sum of weights of all keywords divided by 

the number of keywords in the page is considered to be a page relevance score, which is consid-

ered to be the rank. Z. Liu [8] has proposed a method based on domain ontology and Formal 

Concept Analysis (FCA). It first constructs a core similarity graph (CSG) using WordNet ontol-

ogy and concept relatedness and then constructs the Similarity Concept Context Graph (SCCG) 

based on CSG and FCA. The crawling strategy measures the expected relevancy of a page to a 

given topic using SCCG. It also determines which URL should be crawled first.  

The page rank algorithm [9] ignores which page the outgoing link points to. It considers all of 

the outgoing links that are present in a web page as being equally likely. All outgoing links are 

weighted in equal proportion and give equal importance to each of the pointing pages. In this 

algorithm, if two web pages have an equal page rank, it implies that both the web pages are 

equally popular. However, it does not indicate what the content similarity of those pages is.  

It has been observed from the existing work that the hubs and authorities (HITS) algorithm 

may not distinguish between the hubs and authorities when there is a cycle present in the graph. 

The hubs and authority score computed by HITS are barely applicable for similar queries and in 

similar areas. While the web pages often have various domain contents, the hub and authority 

score cannot signify the general relevancy of the web pages. 

M. Persin [10] has explained the need for the ranking technique to find the answer to a query 

in the document collection stage. He has used the cosine measure to find the similarity of a doc-

ument and a query. Each term is assigned a weight according the TF-IDF method. Each non-

zero value for a similarity measure is divided by the weight of the document and the top ‘k’ re-

sults are displayed to the user. 

A critical review of the available literature shows that none of the existing works have used 

the contextual senses of the keywords while computing the relevance of a link or a web page. 

In this paper, a ranking mechanism is being proposed that ranks the web pages and their back-

links based on the different contextual senses of keywords and orders them according to the 

computed rank. The proposed mechanism is quite different from the other techniques as it as-

signs different scores to each back-link, so not all the back-links are considered equally. It as-

signs weight to each relevant term that is present in a web page and in its back-link as per its 

presence in various HTML tags. It computes the rank depending upon the conditional probabil-

ity of the contextual sense (CSense) to occur in the current web page. Finally, the top ‘k’ web 

pages and back-links are displayed to the user. 

  

 

3. A FRAMEWORK FOR RANKING WEB DOCUMENTS 

The proposed ranking mechanism uses an amalgam of contextual senses of the keywords pre-

sent within pages and their back-links to rank the documents. The page and its back-links are 
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thereafter arranged based on the rank obtained. The proposed method works in the following 

two phases: in the first phase it computes the contextual senses of the keywords within a web 

page and its back-links, and in the subsequent phase, it ranks the page and its back-links. Thus, 

the two phased ranking system helps to identify the best suited web pages for a given user query. 

The proposed architecture for the ranking mechanism is as shown in Fig. 2.  

The architecture consists of four main components: the crawler, back-link extractor, indexer, 

and query processor.  

The crawler continuously downloads the web pages and stores them in the repository. The 

back-link extractor extracts the list of all the back-links of a URL and accordingly updates the 

repository. For this purpose, the Back-link extractor, which was developed by the author in [11], 

is being used. It extracts all the back-links of the web page by using the recursive search of links 

in the repository of downloaded pages. Then, the indexer creates an inverted index of the docu-

ments in the repository.  

 

Fig. 2.  Architecture Framework 
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The query processor is the component that matches the query to the index of documents. The 

documents that are matched with the query requirement are assigned a similarity score based on 

a ranking algorithm. Then, based on these computed ranks/scores it presents an ordered list of 

matched documents to the user. 

The query processor in the proposed architecture is composed of three sub-modules, which 

are called: the Contextual sense selector module, the Ranking module, and the Search module. 

The Contextual sense selector module gets the user query from the user interface and contacts 

the contextual sense database to get the contextual senses of the query keyword and asks the 

user again to select a particular sense. The Search module searches the inverted index to get the 

list of ordered pairs of URLs and back-links that are matched to the user query. The ranking 

module computes the rank using the proposed mechanism. The ranking algorithm presented in 

this paper computes the rank of the web page and its back-links (retrieved by the search module) 

based on the contextual senses of the keywords. The highest ranked web pages and back links 

for a user query are presented in the selected sense to the user as the topmost results. 

 

3.1 The Ranking Module  

The ranking module is further composed of the keyword extractor, the contextual sense ex-

tractor, and the Rank calculator components. Fig. 3 shows the computation flow of the ranking 

module.  

The ranking module takes the list of retrieved web pages and their back-links as input from 

the search module. The keyword extractor extracts the list of keywords, their relative frequency 

 

Fig. 3.  The Ranking Module 
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at various tags, and computes the relative accumulated weight of each keyword. Furthermore, 

the contextual sense extractor extracts the contextual senses of the extracted keywords. Finally, 

the rank calculator calculates the rank of the web page and their back-links based on the accu-

mulated weights and contextual senses of the keywords. In this work, for the purpose of result 

analysis the ranking of documents is done based on different contextual senses of the first 5 

highest weighted keywords.  

The functions and characteristics of all components of ranking module are discussed in detail 

below. 

 

3.1.1 Keyword Extractor Module 

An HTML document is a structured hypertext document. A keyword may be present through-

out anywhere in the HTML document with varying frequency and may also be associated with 

various tags. The text segments that are marked by various HTML tags have specific meaning. 

From the work of [13], it is known that every HTML tag has a weight that is relative to its im-

portance in the HTML document.  

The keyword extractor module designed in this work extracts the keywords that are present in 

a web document and counts their relative frequencies in various HTML tags and assigns weights 

to the HTML tags. To calculate the weight of a keyword, we assigned different weights to vari-

ous HTML tags as per their relative importance as discussed in [13, 14]. Subsequently, it com-

putes the accumulated weight of all the keywords as shown below: 

 

lilhihbibtitk wkwkwkwkAW
i

****              (1) 

 

Where, 

AWki : the accumulated weight of keyword ki 

kit: the frequency of occurrence of keyword ki in the ‘title’ tag 

kib: the frequency of occurrence of keyword ki in the ‘body’ tag 

kih: the frequency of occurrence of keyword ki in the ‘head’ tag 

kil: the frequency of occurrence of keyword ki in the ‘link’ tag 

wt: the weight assigned to the ‘title’ tag (.12) 

wb: the weight assigned to the ‘body’ tag (.32) 

wh: the weight assigned to the ‘head’ tag (.26) 

wl: the weight assigned to the ‘link’ tag (.3) 

 

Numerical values inside parentheses indicate the weight that is assigned to different HTML 

tags. 

Table 1.  The occurrence of keywords and their corresponding accumulated weights 

Keyword Title Head Link Body Accumulated weight 

Mouse 0 2 31 146 56.54 

Mice 0 6 8 61 23.48 

Button 0 0 2 32 10.84 

Computer 0 0 9 24 10.38 

Mouse 1 2 20 10 9.84 
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For instance, in the following URL 

URL: http:\\en.wikipedia.org\wiki\mouse_(computing) 

The top 5 keywords and their accumulated weight according to their occurrence and frequen-

cy in various tags are given in Table 1 above. 

 

3.1.2 The Contextual Senses Extractor Module 

A keyword can have multiple senses. Thus, it’s a challenging task to identify the different 

contextual senses of a keyword. “The different meanings of keywords in a different context,” is 

called ‘Polysemy.’ For example in English a ‘mouse’ means a pointing device for computing 

and means a rodent elsewhere. Polysemy can also be categorized as noun-polysemy and verb-

polysemy etc. The keyword ‘mouse’ is an example of noun-polysemy. There are many words 

which, when used as noun, verb etc. lead to different meanings. For example, ‘fly’ if used as 

noun refers to an ‘insect’ and if used as verb refers to “the act of moving in the air.” These dif-

ferent meanings are also called different contextual senses of words. Our proposed approach is 

able to handle the polysemy property of keywords. It extracts the various contextual meanings 

of a keyword and presents these meanings to a user as a collection of different senses. 

In the proposed work, for the purpose of getting the various contextual senses of keywords, 

we have used the WordNet dictionary [15-17] and thus the contextual senses of definitions ob-

tained from WordNet are used to find the contextual sense of a web document. This module 

takes keywords as input and return < meaning, definition> pairs in a local repository. Fig. 4 

shows a snapshot of results obtained from the Contextual Sense Extractor. 

The contextual sense based rank of the web page and its back-links as computed on the basis 

of the contextual senses of the various keywords present in the web page is addressed as the 

‘Rank (CSense/WP)’. The web pages having the higher Rank (CSense/WP) value are considered 

to be more contextually related to that sense for a given query. The Similarly Rank 

(CSense/WP) of back-links to these web pages is computed to find out the more relevant back-

links to be displayed to the user. Finally, web pages and back-links with significant rank values 

are displayed to the user and thus provide more relevant information in the desired area.  

 

Fig. 4.  Contextual Senses from the WordNet Dictionary 
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The rank of a web page and its back-links (extracted by the back-link extractor) correspond-

ing to different contextual senses of keywords can be computed based on the occurrence of vari-

ous keywords in various HTML tags (a variation from the standard TD matrix of the IR, which 

computes only the total occurrence of a term in the document) and by assigning weights to dif-

ferent HTML tags. Using the steps listed below can accomplish this. 

 

Step 1. Extract the keywords present in various HTML tags and assign weights as per their 

occurrences by considering the stemming of keywords, the removal of stop words, and noises as 

applicable.  

 

Step 2. For each keyword ‘ki’ compute the accumulated weight using following expres sion. 

 





n

j

jjk WNAW
i

1

*                          (2)  

 

Where, 

AW ki: the accumulated weight of keyword ki in the web page 

Nj : the number of occurrences of keyword ‘ki’ in tag ‘j’ 

Wj : the weight of tag ‘j’  

n : the number of tags 

The keywords extractor module performs Step 1 & Step 2. 

 

Step 3. For the top 5 keywords, the contextual sense extractor is referred to for their contextu-

al sense definition. 

 

Step 4. Compute the conditional probability that a web page relates to a contextual sense 

(CSense) using the Bayesian rule [18, 19], which is given below: 

 

)(

)(
)/(

WPP

WPCSenseP
WPCSenseP


                    (3) 

 

Step 5. Assuming there is a set ‘P’ consisting of keywords that have been extracted from a 

web page (WP) that is represented as kWP1,kWP2,……kWPk and another set ‘Q’ that consists of 

keywords that have been extracted from the contextual sense definition (taken from WordNet) 

that is represented as kDef1,kDef2,…..kDefn .; the probability is computed as: 

 





n

k
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WPkWPWPDefnDefDef
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    (4) 

 

Where, 

WP: the Web Page 

Def: the Definition 
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kWPi: the i
th
 keyword in web page ‘WP’ 

kDefi: the i
th
 keyword in Definition ‘Def’ 

 

Step 6. Let ‘T’ be the set of common keywords for a web page and the contextual sense defi-

nition. Given set ‘T’, the probability of occurrence of the contextual sense (CSense) in a web 

page can be conveniently used to compute the rank of the web page in respect to that CSense (by 

using the conditional probability in equation 3). 

 












n

k

k

q

k

k

AW

TkAW

WPCSenseRank

1

1)/(                  (5) 

 

Where, 

Tk   

k: the keyword in web page ‘WP’ 

T: set of common keywords in the web page and contextual definition under consideration 

WP: the web page under consideration 

CSense: the contextual sense definition under consideration 

AWk: the accumulated weight of the keyword ‘k’ present in web page ‘WP’ 

q: the number of keywords in set ‘T’ 

n : the number of keywords in the WP 

 

Step 7. Repeat Step 4 for each contextual sense definition (obtained from WordNet) of the top 

5 highest weighted keywords. 

 

Step 8. The maximum of all the values computed in Step 4 is taken as the most suitable con-

textual sense of the web page. 

 

From the algorithm, it is observed that the above ranking module computes the rank of a web 

page based on the probability measure for various contextual senses to be satisfied by the web 

page, rather than on the basis of the number of link-counts for that web page. In a similar way 

the rank for the back-links to a web page is also computed.  

 

 

4. EMPIRICAL EVALUATION  

The proposed methods of rank computation were tested on two datasets. In this section, the 

evaluation process and the results obtained thereafter are discussed.  

In order to carry out experiments on ranking web documents, we first need a repository of 

large number of pages that are relevant to different topics. For this purpose, we crawled the top 

few thousands of URLs on each of the various topics such as, ‘mouse’, ‘rodent’, ‘crawler’, 

‘arachnid’, ‘network host’, ‘jaguar’, ‘business’, ‘spider’, ‘server’, ‘colt’, ‘java’, ‘bank’, etc. from 

Google. These URLs are considered to be dataset A for testing the proposed ranking mechanism. 

The back-links for these URLs have been extracted using a back-link extractor that was imple-
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mented by us in [11] and are considered to be dataset B.  

We hypothesize that the contextual sense based ranking of web pages and back-link pages 

yields better results than conventional ranking. To test our hypothesis, the two sets of experi-

ments were conducted, as shown below. 

 

Objective of Experiment Set 1:  

• To generate the list of URLs and back-links of URLs related to each topic. 

• To rank the list of URLs and back-links generated in the previous step according to the 

proposed ranking mechanism. 

 

Objective of Experiment Set 2: 

• To use the list of URLs and back-links generated in Experiment Set 1 to compare the rank-

ing results of the proposed method with the Page Rank ranking mechanism 

• To evaluate the effectiveness of the proposed ranking mechanism by using the standard 

metric that is called ‘Precision’. 

 

4.1 Rank Computation of a Web Page Based on Contextual Senses  

This section describes how the web documents are evaluated on the basis of the various con-

textual senses of the keywords. Due to the space constraints, the following URL, which was 

randomly selected, has been chosen to display the detailed results: 

http://en.wikipedia.org/wiki/Mouse_(computing) 

It has been observed from the local repository that a total of ‘2,273’ different keywords 

(where the keywords’ length is greater than ‘3’) were found in the above web page. The top 5 

highest weighted keywords found are ‘mouse’, ‘mice’, ‘button’, ‘computer’, and ‘user’. The 

WordNet dictionary [15-17] database was referred to get the contextual senses. It has been ob-

served that for the top ‘5’ keywords, the various contextual senses found were ‘6’, ‘6’, ‘9’, ‘2’, 

and ‘3’, respectively. (i.e., a total of ‘26’ different contextual senses.) 

For instance, the contextual senses and corresponding definition for the highest weighted 

keyword, ‘mouse’, are listed in Table 2. 

Next, the web page is evaluated against ‘26’ contextual senses. The rank (CSense/WP) that is 

particular to each sense was then computed as described in Section 3.1. The highest ranked 

sense of each keyword is then selected from the list of all of the contextual senses. Table 3 

shows the rank for ‘6’ different contextual senses of the keyword ‘mouse’. 

Table 2.  Contextual senses and definition of the keyword ‘mouse’ 

Sense Definition 

Mouse 
Any kind of numerous small rodents typically resembling diminutive rats having pointed snouts and 
small ears on elongated bodies with slender usually hairless tails. 

Mouse A swollen bruise caused by a blow to the eye. 

Computer Mouse 
A hand-operated electronic device that controls the coordinates of a cursor on your computer screen as 

you move it around on a pad. On the bottom of the device is a ball that rolls on the surface of the pad. 

Mouse A person who is quiet or timid. 

Pussyfoot To go stealthily or furtively. 

Mouse To manipulate the mouse of a computer. 
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Table 3 shows that the highest computed rank is for the sense ‘Computer Mouse’. On a simi-

lar basis, Table 4 listed the highest rank sense for the top ‘5’ keywords. 

It shows that the document has the highest probability measure (rank) ‘0.59’ for the sense 

‘computer mouse’, ‘0.16’ for the sense computer as ‘a computing device’, and ‘0.08’ for ‘but-

ton’ as in a ‘push button’ sense, and ‘0.04’ for the ‘user’ as a ‘person’. This shows that the doc-

ument in question is related to the word ‘mouse’ in the context of a computer device.  

On a similar basis, the rank of other documents related to the same topic, taken as input was 

computed with respect to the various contextual senses of the top ‘5’ highest weighted keywords 

present in the respective document. The highest rank (CSense/WP) value obtained is chosen as 

the computed rank for each document. For instance, the top ‘10’ URLs that were obtained to 

display to the user on the topic ‘mouse’ and their computed highest rank are listed in Table 5. 

 

4.2 Rank Computation of Back-Links  

As stated earlier, the proposed mechanism considers back-links to be an important source of 

information. So, after downloading the whole set of URLs and extracting their links’ infor-

mation, back-links to these URLs are extracted using the back-link extractor module (Section 3). 

These back-link URLs are considered as being another set of URLs for serving a user query in 

order to improve the results. As an experiment, we computed the contextual sense based rank for 

all of the extracted back-links of web pages. The highest value is considered to be a computed 

rank. A list of some randomly chosen extracted back-links (for links obtained in Table 5) and 

their computed rank are given in Table 6. 

The results thus obtained are ordered in decreasing fashion of their computed rank. The top 

‘10’ links having a higher ranking value are selected as being the more relevant results that are 

to be displayed to the user and they are listed in Table 7. The ‘order’ field in the table represents 

the position of the link in the top ‘10’ results. The field ‘Link Type’ indicates the type of link. 

(i.e. a web page or a back-link of some web page that is under consideration.) 

Table 3.  Contextual senses and the computed rank of the keyword ‘mouse’ 

Contextual sense Rank (CSense/WP)  

Mouse: rodent 0 

Mouse: swollen bruise eyes 0 

Mouse: computer mouse 0.4312 

Mouse: person 0 

Mouse: pussyfoot 0 

Mouse: to manipulate a computer mouse 0.283751 

 

Table 4.  Contextual Senses and Rank (CSense/WP) of top ‘5’ keywords 

Keyword Contextual Sense Rank(CSense/WP) 

Mouse Computer Mouse 0.5947 

Mice Computer Mouse 0.5947 

Computer Computing Device 0.1614 

Button Push button 0.0772 

User Person 0.0447 
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Table 5.  URLs and their computed rank using our proposed mechanism on topic ‘mouse’ 

S.No. URL Computed Rank 

1 http://en.wikipedia.org/wiki/Mouse_(computing) .63 

2 http://www.pranavmistry.com/projects/mouseless/ .468 

3 http://simple.wikipedia.org/wiki/Computer_mouse .459 

4 http://www.microsoft.com/hardware/en-us/p/touch-mouse .42 

5 http://www.mouseprogram.com/ .301 

6 http://www.howstuffworks.com/mouse.htm .28 

7 http://searchexchange.techtarget.com/definition/mouse .20 

8 http://www.apple.com/magicmouse/ .119 

9 http://www.webopedia.com/TERM/M/mouse.html .117 

10 http://www.logitech.com/en-us/mice-pointers/mice/performance-mouse-mx .059 

 

Table 6.  Back-links and their computed rank using our proposed mechanism 

S.No. URL Back link (URL) 
Computed 

Rank 

1 
http://www.webopedia.com/TERM/

M/mouse.html 

http://www.webopedia.com/TERM/I/integrated_periphera

l.html 
.23 

2 http://www.apple.com/magicmouse/ 
http://www.456bereastreet.com/archive/200508/mighty_

mouse/ 
.21 

3 
http://www.logitech.com/en-us/mice-
pointers/mice/performance-mouse-mx 

http://lifehacker.com/5885687/what-we-use-whitson-
gordons-favorite-gear-and-productivity-tips 

.11 

4 
http://en.wikipedia.org/wiki/Mouse_ 
(computing) 

http://www.dansdata.com/diamondback.htm .43 

http://blog.futurestreetconsulting.com/2008/12/09/crowdso

urce-yourself/ 
.22 

http://www.tabletouch.com/monitor_details.html .16 

http://en.wikipedia.org/wiki/Computer_case .19 

5 
http://www.howstuffworks.com/mous

e.htm 

http://www.edinformatics.com/inventions_inventors/comp

uter_mouse.htm 
.068 

6 http://www.mouseprogram.com/ 

http://www.lawrencegoetz.com/programs/java.htm .12 

http://tech.worlded.org/docs/cesol/tutorials.htm .4 

http://www.narlib.org/computer_class_info .2 

http://publiclibrary.cc/computerinternettutorial.htm .30 

http://www.lazeetek.com/html/links.html .36 

7 
http://www.pranavmistry.com/projects
/mouseless/ 

http://www.techvert.com/mouseless-invisible-computer-

mouse/ 
.15 

http://designtaxi.com/news/32363/MIT-Develops-
Invisible-Computer-Mouse/ 

.13 

http://imulus.com/blog/category/concepts/ .10 

http://www.bbc.co.uk/programmes/p008tz1c .11 

8 
http://www.microsoft.com/hardware/e
n-us/p/touch-mouse 

http://www.microsoft.com/hardware/en-us/bluetrack-
technology 

.31 

http://www.guomii.com/posts/5279 .28 

http://www.microsofthardwareblog.com/page/3/ .36 

9 
http://simple.wikipedia.org/wiki/Com
puter_mouse 

http://en.wikipedia.org/wiki/Mouse_(computing) .63 

10 
http://searchexchange.techtarget.com/

definition/mouse 

http://ajaxian.com/archives/mouse-entering-and-leaving-

versus-over-and-out 
.13 

www.whatis.com/mouse.htm ..2 

http://www.bitpipe.com/tlist/Mice.html .22 
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The results in Table 5 show that some of the URLs with a low contextual rank are also dis-

played, which may not be more relevant to a query keyword. Whereas, the results in Table 7 

show that when both URLs and their back-links are considered for ranking, the lower contextual 

ranked URLs from Table 5 are replaced with higher contextual ranked back-links URLs. This 

occurs as a result user gets more relevant links earlier on the first few pages. For instance, a new 

higher ranked back-link page (http://www.dansdata.com/diamondback.htm) is inserted in the 4th 

position, which results in shifting the low ranked page “http://www.microsoft.com/hardware/en-

us/p/touch-mouse” to the 5th position. Similarly, new high ranked back-links’ pages are inserted 

at positions from 6 to 9 in Table 7. It is also important to note that our proposed mechanism only 

picks higher contextual rank back-link URLs from Table 6 for replacement. 

 

4.3 Comparison of the Proposed Ranking Mechanism with the Page Rank  

Algorithm  

The Page Rank algorithm computes the rank of a link (relevance rank) on the basis of the 

popularity of the pages that point to it. The pages on web sites that are popular and pointed to by 

other popular sites are ranked higher by the page rank algorithm than as compared to some new 

sites that are not that popular right now. Whereas, the proposed mechanism computes the rank 

depending upon the contextual senses of the keywords that are present within the page (i.e., the 

content of the web is considered to be a parameter). In order to compare the ranking of both of 

the approaches, Experiment Set 2 was conducted to compare the ordering of links done by our 

contextual sense based ranking mechanism with the ranking being done by a standard page rank 

algorithm [6, 9]. Both algorithms gives different rank values, so we are not comparing algo-

rithms based on rank values. Rather, we are using rank order as a comparison parameter. Rank 

order is more significant than rank value to a user who generally looks for the top results that are 

more related to the query [20].  

In Experiment Set 2 the results obtained in Table 7 in Experiment 1 are taken as the input for 

computing the page rank score. For the purpose of computing the page rank of the URLs the PR 

checker tool [27] has been used in this work. The page rank score thus obtained are sorted in a 

Table 7.  The top ‘10’ high ranking URLs consisting of URL’s and back-links 

Link Type URL 
Computed Rank 

(CSense/WP) 

Order 
(Using the CSB rank) 

(Position in the top ‘10’ results) 

Web Page http://en.wikipedia.org/wiki/Mouse_(computing) .63 1 

Web page http://www.pranavmistry.com/projects/mouseless/ .468 2 

Web Page http://simple.wikipedia.org/wiki/Computer_mouse .459 3 

Back-Link http://www.dansdata.com/diamondback.htm .43 4 

Web Page http://www.microsoft.com/hardware/en-us/p/touch-mouse .42 5 

Back-Link http://tech.worlded.org/docs/cesol/tutorials.htm .4 6 

Back-Link http://www.lazeetek.com/html/links.html .36 7 

Back-Link http://www.microsofthardwareblog.com/page/3/ .36 8 

Back-Link 
http://www.microsoft.com/hardware/en-us/bluetrack-

technology 
.31 9 

Web Page http://www.mouseprogram.com/ .301 10 
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decreasing order of rank values and are shown in Table 8. The ‘Order’ field in Table 8 specifies 

the position of the URL as decided by the page rank algorithm. 

The results in Table 7 and 8 show that both of the algorithms have given different orders to 

the same set of URLs and back-link URLs.  

Fig. 5(a) and Fig. 5(b) show the ordering of web pages done by two algorithms, the Contextu-

al Sense Based (CSB) ranking algorithm and the Page Rank algorithm. The different ordering 

positions decided by two algorithms are shown using the color code for the links. Each similar 

color in both of the graphs in Fig. 5 (a & b) represents the same link. For instance, the color 

‘pink’ represents the link ‘http://www.mouseprogram.com/’ in both graphs. 

The ordering done by two algorithms is analyzed with the help of the change of color posi-

tions. The heights of bars represent the contextual relevance of the link. The following observa-

tions have been made: 

 

a) Links with same contextual rank are placed in same order by both of the mechanisms In 

Fig. 5 (a & b) the same link has been placed at position ‘1’ by both of the algorithms. The 

corresponding color bar has the same height in both graphs, which indicates the same con-

textual rank. 

b) The links at positions 5, 7, 9, and 10 in the page rank ordering are displayed earlier by the 

CSB ordering at positions 2, 6, 8, and 4 respectively. This shows that contextually more re-

lated links are placed earlier by the CSB mechanism than by the page rank mechanism. 

c) The page rank displays links 2,4 and 6 earlier, which all have a low contextual relevance. 

Whereas, CSB ordering placed these low relevance links at positions 3, 9, and 10 respec-

tively. This shows that contextually low ranking links are placed later by CSB ordering. 

 

These findings reflect that the CSB ranking algorithm displays contextually more related doc-

uments in the top positions and that it enables the user to get more related documents at higher 

positions than the page rank algorithm does. Hence, our method enables users to contextually 

see more related web pages in the first top positions. 

 

Table 8.  Page rank ordering 

Link Type URL 
Computed Rank 
(CSense/WP) 

Order (using the 
page rank score) 

Web Page http://en.wikipedia.org/wiki/Mouse_(computing) 0.63 1 

Web Page http://simple.wikipedia.org/wiki/Computer_mouse 0.459 2 

Web Page http://www.microsoft.com/hardware/en-us/p/touch-mouse 0.42 3 

Back-Link http://www.microsoft.com/hardware/en-us/bluetrack-technology 0.31 4 

Web page http://www.pranavmistry.com/projects/mouseless/ 0.468 5 

Web Page http://www.mouseprogram.com/ 0.301 6 

Back-Link http://tech.worlded.org/docs/cesol/tutorials.htm 0.4 7 

Back-Link http://www.lazeetek.com/html/links.html 0.36 8 

Back-Link http://www.microsofthardwareblog.com/page/3/ 0.36 9 

Back-Link http://www.dansdata.com/diamondback.htm 0.43 10 

 

 

http://simple.wikipedia.org/wiki/Computer_mouse
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4.4 Evaluation Based on the Precision Metric 

The evaluation of the ranking mechanism is done to ensure how accurately it ranks the web 

pages so that the more relevant web pages are ranked higher and displayed earlier. Generally, 

Contextual Sense Based Ordering
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Fig. 5.  (a) Ordering Results by the Proposed Ranking Mechanism, (b) Ordering Results by the  

Page Ranking Mechanism 
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the accuracy is measured in terms of two standard metrics called ‘recall’ and ‘precision’. Preci-

sion is the fraction of retrieved instances that are relevant, while recall is the fraction of relevant 

instances that are retrieved [23, 24]. The metrics can be described as follows: 

 

 

 

 

 

 

For the ranking of the web pages the recall cannot be taken as a standard metric to compare 

the results produced by two different ranking mechanisms, as the recall metric is dependent on 

the size of the dataset (i.e., the total number relevant web pages on a topic). The size of relevant 

web pages related to a topic on WWW is unknown. Therefore, in this work, the precision metric 

is chosen for performance analysis purpose. The precision values are computed for the top few 

results displayed to the user by the proposed ranking mechanism and by the page rank mecha-

nism. The results thus obtained are as represented in the Fig. 6. Fig. 6 shows the average preci-

sion of the results from the proposed ranking mechanism compared to the page rank ranking 

mechanism. The proposed mechanism achieves higher precision overall. The result shows that 

in the top ‘10’ results the proposed mechanism displays ‘8’ related web pages, while by 

Google’s page rank is only ‘6’. 
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Fig. 6.  Average Precision of the Results from the Proposed Ranking Mechanism Compared to the 
Page Rank Ranking Mechanism 
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Common Findings and Observations 

We proposed a contextual sense based (CSB) ranking mechanism that uses the content and 

back-links to a web page as criteria to improve the ordering in which relevant documents to a 

desired user query can be found. The following two observations have been made from the ex-

perimental analysis: 

• Introduction to back-links with web pages improves results with more contextually related 

web documents in response to a user query. 

• The CSB ranking mechanism orders the more contextually related web pages into the top 

positions, as compared to the page rank algorithm. Thus, the user will find more related re-

sults earlier in the top positions. 

• The CSB ranking mechanism results in higher precision as compared to Google’s results. 

Thus, the user will get more related web pages earlier. 

 

 

5. CONCLUSION 

Existing ranking mechanisms mainly rank the web documents based on their link structure 

and popularity and do not consider the contextual senses of keywords for ranking. As a result, 

sometimes less relevant documents are displayed in the top positions. However, it has been ob-

served that generally users mostly browse through the top 10 to 20 results in order to get the 

desired information [20]. So, there is a strong need to improve the ranking mechanism so that 

more relevant results are displayed earlier to the user.  

For this, we have proposed a ranking mechanism that improves the ordering by using the con-

textual senses of keywords to compute the rank of a web document and its back-links. Back-

links to matched web pages are extracted from the back-link extractor. The contextual senses of 

the web pages and their back-link pages are computed by the proposed mechanism. The web 

documents and their back-links are then ranked based on contextual senses and are displayed to 

the user. The experimental evaluation of the proposed ranking mechanism have shown that the 

overall search results in response to a user query are improved by replacing some of the contex-

tually less relevant web pages with the contextually more relevant back link pages. Experiments 

have also shown that the proposed CSB ranking mechanism puts contextually more related web 

pages in the top order, as compared to the page rank algorithm, and this results in comparatively 

higher precision. Thus, the user will find more related results in the top positions earlier.  
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