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Abstract

In this paper, an accelerated generation algorithm to effectively generate an elemental image array in computationa integral
imaging system is proposed. In the proposed method, the depth information of 3D object is extracted from the images picked
up by a stereo camera or depth camera. Then, the elemental image array can be generated by using the proposed accelerated
generation agorithm with the depth information of 3D object. The resultant 3D image generated by the proposed accelerated
generation algorithm was compared with that the conventional direct algorithm for verifying the efficiency of the proposed
method. From the experimental results, the accuracy of elemental image generated by the proposed method could be

confirmed.

Index Terms: Depth information, Elemental image array, Integral imaging

I. INTRODUCTION

Soon, the information super highway, which is based on
high speed networks, will be able to deliver a greater
amount of information to each individual. It is expected
that it will develop from the present method of delivery of
multimedia services through a digital terminal, into three-
dimensional (3D) multimedia services that users see more
naturally and enjoy with a more realistic sensory exper-
ience through a 3D terminal. A number of techniques
including stereoscopy, holography, and integral imaging
are being researched and developed actively to accomplish
this goal.

Among these 3D techniques, integral imaging is drawing
a great deal of attention. Integral imaging, also known as

integral photography, was first proposed by Lippmann [1] in
1908. It is regarded as one of the most attractive approaches
because of advantages such as full-color and rea-time
display of a 3D image within a certain continuous viewing
angle without any supplementary devices [2-8].

In general, integral imaging consists of two processes:
pickup and reconstruction. In the pickup process, infor-
mation on the rays coming from 3D objects is spatially
sampled by using a lenslet array, and the sampled infor-
mation is referred to as an elemental image array (EIA),
which is captured by a 2D image sensor, such as a charge-
coupled device. The other method is the computational
pickup, in which elemental images from a virtua 3D
object are digitally generated using a computer simulation
model of ray optics.
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For the reconstruction process, there are also two types of
reconstruction methods, optical integra imaging recons-
truction (OIIR) [2-5] and computational integral imaging
reconstruction (CIIR) [6-10]. In OlIR, images of 3D objects
are optically reconstructed from the picked-up elemental
images by the combined use of a display panel and alendet
array. On the other hand, in CIIR, 3D object images can be
computationally reconstructed using a digital simulation
model of geometrical optics. That is, CIIR alows us to
reconstruct a set of depth-dependent plane object images
along the output plane through a virtual lenslet (or pinhole)
array [14-18].

In computational integral imaging (Cll), the pickup pro-
cessis replaced by an image process [13]. Elemental images
(Els) of Cll are generated from the 3D object, considering
the characteristics of the virtual system that will be used in
the display process. The computational pickup process is
based on ray-optics, which has the benefit over the red
optical pickup process of being free from the diffraction
patterns of the elemental lens. Each lens in the lens array
has its own image region on which the corresponding
information is recorded or displayed.

In 2002—2004, the advanced three-dimensional television
system technologies (ATTEST) project was carried out
in Europe to apply stereoscopic 3DTV to the actual
broadcasting environment [13]. In this project, a 3DTV
system was designed to be completely compatible with
commercial digital TV by means of 2D video and
synchronized depth information, and as a result, this system
could be used in an actual broadcasting environment. A
technique for transmitting these 2D videos and synchronized
depth information through the Digital Video Broadcasting
network was aso developed in this project. In the pickup
part of this 3DTV system, the image and depth information
of 3D objects were recorded and transmitted. Thus a
technique for creating elemental images from the recorded
3D information might be a much more important factor
which can applying to the difference types of integral
imaging system.

Although recently developed computer processors can
generate elemental images in a short time, the time needed
to generate elemental images is crucia in real applications
of integral imaging. In this paper, an accelerated generation
algorithm (AGA) for the EIA in a computational integral
imaging system is proposed. Elemental images were
generated using depth information that could be generated
by a depth camera or extracted from the stereo images
picked up by a stereo camera. From the experimental results,
it was confirmed that the proposed AGA for generating an
EIA could be more efficiently used in the practical image
processing area of an integral imaging system.

Il. REVIEW OF EXISTING ALGORITHMS
A. Direct Algorithm

The simple scheme for generating elemental images is to
project points that compose surfaces of objects onto a
pickup plane through a pinhole camera. The operation of the
projection changes the coordinates of the object into the
coordinates of a projection plane. That is, the ray from a
point of the object penetrating the center of elemental lenses
is recorded in the pickup plane under the ray-optics
assumption. This way of generating elemental images is
called the direct agorithm (DA) and the detailed pseudo
code of DA isasfollows[11].

Direct Algorithm

1 g = distance_between lens and_pickup_plane
2 For every_object : from_the furthest

3 L = distance_between object_and_lens

4 For every_pixel_in_the object

5 (x,y) =physical_location_of_a pixel

6 For every_elementa_lens

7 (cX, cY) = center_of_the elementa_lens

8 sX =X + (eX-x)*g/L

9 SY =cY + (cY-y)*g/L

10 If

1 [sX-cX]| < half_lens pitch && |sX - cY|<
half_lens_pitch

12 (iX, 1Y) =index_of (sX, sY)_in_the El
13 save the color_of the pixel_at_(iX,iY)
14 End If

First, calculate the physical distance to the surfaces of an
object. In the case of depth information, we consider the
pixel points of the 3D object at the same physical distance.
Second, calculate the physical locations for every pixel
comprising the surfaces of the object. Third, by using pre-
calculated center locations of al elemental lenses, determine
the locations where rays from the pixel location of the
object should be focused on the pickup plane. Fourth, check
whether the locations in focus are inside the image region of
each elemental lens. Finally, convert the locations in focus
to the pixel index of the elemental images and record the
information.

Because we must watch the nearest object in the display
process when multiple objects overlap, this algorithm must
be executed on the furthest object first. Moreover severd
pixels of the object can be recorded over the same location
as the elemental images, which is a wasteful calculation.
This agorithm depends on the total number of pixels
comprising the surfaces of the object. Thus if the number of
pixelsin the objectsis N, the time complexity is O(N).
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B. Efficient Algorithm

1 g =distance_between lens_and_pickup_plane
2 centerX = x_coordinate_of_first_elemental_lens
3 boundX = centerX + half_lens_pitch

4 For every_x_in_the El: from_left to _right

5 If x> boundX

6 centerX = centerX + lens _pitch

7 boundX = boundX + lens_pitch

8 EndIf

9 centerY =y _coordinate of first_elemental_lens
10 boundY = centerY + half_lens_pitch

11 For every_y_in _the elemental_images: from_
bottom to_top

12 If y > boundY

13 centerY = centerY + lens_pitch

14 boundY = boundY + lens_pitch

15 End If

16 For every_object : from_the nearest

17 L = distance_between_object_and lens
18 sX = centerX +(centerX-x)*g/L

19 SY = centerY +(centerY-y)*g/L

20 If (sX, sY)_is inside the object

21 sample_the color_of (sX, sY)_in_the _object
22 break_innermost_for_loop

23End If

The basic concept of the efficient algorithm (EA) [12] is
shown graphically in Fig. 1. First, calculate the physical
location of a current pixel of the elemental images. Second,
find the center location of the elemental image whose image
region includes the current pixel. Third, check if the ray that
penetrates the center of the current elemental lens from
the current pixel meets an object under the ray-optics
assumption. This checking process must be done from the
nearest object to the furthest object and must stop the
process if we find a matched point. Finaly, if you find the
matched point in an object, convert the physical location to
the pixel index of elemental images and record the color
information to it.

Y aixs

A

center X, center Y of

bound X  elemental iens
4

"‘ I Lens pitch

(x, ) of current pixel
" bound Y

Elemental image ¢——=

» bound Y

EHEHED o °

Processed pixel order

P X aixs

Fig. 1. Pixel order to be processed in the efficient algorithm.
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Because we must watch the nearest object in the display
process when multiple objects overlap, this algorithm must
be executed on the nearest object first. This algorithm
depends on the total number of pixels consisting of
elemental images. Thus if the number of pixelsin elemental
images is M, the time complexity is O(M). Objects consist
of severa surfaces in 3D space. Thus, the authors note that
M<<N istrue and the EA isfaster than the DA.

The authors aso introduced the concept of additiona
agorithms for optimal sampling. This is based on the fact
that a pixel of an elemental image has a finite size and it
corresponds to the demagnify part of the 3D object. Then
they proposed the EA and DA for optima sampling. It is
necessary to consider optimal sampling in the CIl in which
the pickup process is performed in the computer instead of
optically. However, it must not be considered in our problem
because it is aready considered when generating color
image and depth information.

[ll. PROPOSED ALGORITHM

In this paper, we propose an integra imaging display
system that accepts real 2D color image and depth
information, as shown in Fig. 2. The pickup system generates
real 2D color image and depth information. This will be
transmitted through the network to the display subsystem. The
display system generates the elemental images according to
their characteristics and optically reconstructs integral images
using it. In the proposed integral imaging system, our object
isto generate elemental images asfast as possible for the real-
time TV or video system.

Given the color image and depth information, consider
how to generate elemental images. The conceptual structure
for generating elemental images from depth information
looks like Fig. 3. At first, the pinhole array is placed at the z
= 0 position. In the computational integral imaging system,
we use the pinhole array for making simple calculations.
Also, place the pickup plane of the elemental images at the z
= -g position. Then place the nearest part of the depth
information near and the furthest part of the depth
information far along the z axis. After completing the
placement of these, we can generate elemental images using
ray-optics.

Color
image

‘ Transmission | FLEFTELT
'ﬂ- = |
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information

Optical

Depth camera Elemental images reconstruction

Display subsystem |
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Fig. 2. Proposed integral imaging system.
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Fig. 3. Conceptual structure for generating an elemental image array
from depth information.
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Fig. 4. Depth information from the depth camera.

Therefore, the problem is to generate elemental images
from the color image and depth information. That is, the
proposed problem is to generate elemental images from
the 3D object that consists of the color image and depth
information. It is different from generating elemental
images in CIl in which the pickup process is performed in
the computer instead of optically. The situation is different
but the target to generate elemental images is the same.

Fig. 4 shows the depth information of the 3D object by
obtained from the depth camera, which are A, B, and C
characters. As can be seen, it consists of points on the
surfaces of objects. Thus in the depth information, we can
regard points with the same physical distance as surfaces of
objects for image processing regardless of the shape of the
actual objects. If the depth information is expressed as a
grayscale image, we can think of it as an object that has 256
surfaces.

Now that the depth information has been introduced,
we will apply the existing algorithms to it. In the case of
the EA, it is a very difficult and time-consuming job to
check whether the ray that penetrates the center of the
current elemental lens from the current pixel meets an
object. Therefore, in the case in which surfaces are per-
pendicular to the z axis and the number of surfaces is
small, the EA can be efficient. However, in the case of
depth information, it is not efficient because the checking
problem is difficult. Therefore, we do not apply the EA to
the depth information.

In the case of the DA, we can apply it to the depth
information because points that consist of surfaces on the
object are projected onto the pickup plane through the
pinhole camera. Also, in this case, it seldom occurs that
several pixels of objects are overwritten on one pixel
location of the elemental images. In the DA, al points are
projected through the array of al elemental lenses. If we
project through some part of the elemental lenses for each
point, it will be faster than the DA. Thisis our idea of the
AGA. Before applying the AGA, some preprocessing, such
as extracting all the points from the depth information and
sorting, is required. This step is necessary in the DA, so
we will compare the elemental images generation times of
AGA and DA. The detailed pseudo code of AGA is as
follows.

Accelerated Generation Algorithm
1 extract al points from the depth information
2 sort every pixel of the object from the furthest
3 g =distance_between_lens_and_pickup_plane
4 For every_pixel_of_objects: from_the furthest
L = distance_between pixel_and lens
(X, y) = physical_location_of_a pixel
Y _lower_boundary =y -y _lens pitch*L/(g*2)
Y _upper_boundary =y +y_lens_pitch*L/(g*2)
X_lower_boundary = x — x_lens _pitch*L/(g*2)
10 X_upper_boundary =y +y_lens_pitch*L/(g*2)
11 For every_elemental_lens im_y_direction
% from_bottom_to_top
12 cY =y center_of_the current_elemental_lens
13 If (Y_lower_boundary<cY)&&(cY<Y_upper
_boundary)
14  For every_elemental_lens in_x_direction
% from_left_to_right
15 X =x_center_of _the current_elementa_lens
16 If (X_lower_boundary<cX) && (cX<X_upper
_boundary)
17 sY =cY +(cY-y)*g/L
18 sX = X +(cX-x)*g/L
19 (iX, 1Y) =index_of (sX, sY)_in_the El
20 save_the color_of_the pixel_at (iX,iY)
21 EndIf
22 EndIf

a1

© 00 ~NO®

The basic concept of the AGA is shown graphically in Fig.
5. First, calculate the physical distance to the pixel of the
object. Second, caculate its physical dimensions. Therefore,
we found all of the information on the voxel. Third, find the
lower and upper boundaries in the x and y directions by
using the bounding box that restricts the projection. The size
of the bounding box increases according to the L value in
the z direction. Fourth, check whether the center of the
elemental lenses is in the bounding box, and if so, find the

http://jicce.org



J. Inf. Commun. Converg. Eng. 11(2): 132-138, Jun. 2013

Y axis
A Bounding

center X, center Y of
elemental lens

H

i

|

Il
o\o: o °

V]

Elemental lens ¢

(X, y) of arbitrary point

Lens pitch atL=3g

o
-3
7N
AAT
3
B

v (x, ¥) of arbitrary point
\ atL=2g

P X axis

A
]

Fig. 5. The concept of bounding box.

matched point in the elemental images and convert the
physica location to the pixel index of the elemental images
and record color information to it.

To verify that the AGA more efficient than the DA,
suppose the number of points is n and the number of
elemental lenses is p*q, where p denotes the number of
rows and g denotes the number of columns. Also take
operations such as “sY = cY +(cY-y)*g/L” and “Y_lower_
boundary =y — y_lens pitch*L/(g*2)” as unit operations.
Then, the DA and AGA are require the 2npg and n(4+2c)
unit operations, respectively, where the parameter c is the
number of elemental lenses within the bounding box. Thus,
we can conclude that the AGA is faster than the DA when
c<<pg.

IV. EXPERIMENTAL RESULTS

To test the feasibility of the proposed method, some
experiments are performed with test objects composed of
three 2D images. Fig. 6 shows the experimental setup for
picking up the EIA in the Cll system. We obtain the color
images and depth information for the “ABC” characters
from the depth camera. Before using the depth information,
it isnormalized to the grayscale.

Color image
Z axis
e pt 256 mm
informatjon
Depth information 2818 M =—b

Pinhole array = B
Array = 28 X 48 z=-3mm —p
Pitch=16 X 16

Fig. 6. Experimental setup of “ABC” characters.
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Elemental images

Fig. 7. Elemental image array and optically reconstructed object images
observed from 5 different viewing positions.

In the experiments, we generated EIAs by using the DA
and AGA as shown in Fig. 7. Then, we confirmed the MSE
(mean square error) of the two ElAs by using a DA and
AGA of zero, which meant the two kinds of algorithms used
to generate ElIAs were exactly the same. The resulting
optically reconstructed object images are shown in Fig. 7,
each observed from 5 different wiewing positions.

The other experiments were performed by using CIIR to
verify the feasibility of the proposed method. The depth
information was extracted from a stereo image of the
“NOA” characters and normalized to the grayscale. The
experimental setup and generated EIA are shown in Fig. 8.
Fig. 9 shows the reconstructed 3D images using CIIR.
From the result of Fig. 9, we can determine that the N, O,
and A characters are focused at z = 8, 16, and 24 mm. Thus,
we can verify thefeasibility of the proposed AGA.

Origin z=-4mm Pinhole array
Array = 30 X 40

z2=6.5mm Pitch =16 X 16

8.0 —_—

10.0

12.0

14.0 O

16.0 =1 depth=25.6 mm

22.0 A

240 = =

Fig. 8. Experimental setup of “NOA” characters and generated
elemental image array by using accelerated generation algorithm.

Fig. 9. Reconstructed object images using computational integral
imaging reconstruction.
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Table 1. performance comparison results

No. of unit operations Calculation time

ABC NOA ABC NOA
DA 53,112,192 25,994,400  3.30/s 13.64/s
AGA 767,350 417,800 0.22/s 0.11/s

Improvement 70times  62times 15 times 15 times

DA: direct algorithm, AGA: accelerated generation algorithm.

Moreover, Table 1 shows the results of the
performance comparison of the DA and AGA. For the
case of the first experiment, the voxel number of “ABC”
data was 19,759. Thus the calculated number of unit
operations was 53,112,192 (2x19,759x28x48) in the DA
and the measured number of unit operations was 767,350
in the AGA. That is, the simple comparison revealed that
the AGA was 70 times faster than the DA. However, the
measured calculation time was 3.2969 seconds in the DA
and 0.2188 seconds in the AGA. Thus, we can conclude
that the proposed AGA is 15 times faster than the DA. In
the case of the second experiment, the voxel number of
“NOA” data was 10,831. Thus the calculated number of
unit operations was 25,994,400 (2x10,831x30x40) in the
DA and the measured number of unit operations was
417,800 in the AGA. That is, a simple comparison
reveals that the AGA is 62 times faster than the DA. At
the same time, the measured calculation time was 1.6406
seconds in the DA and 0.1094 seconds in the AGA. It is
finally confirmed from these results that the AGA is 15
times faster than the DA.

V. CONCLUSIONS

In this paper, anew AGA for generating EIAs in integral
imaging is proposed. In the proposed method, the EIA can
be generated through depth information by using the AGA.
Experimental results show that in the proposed method,
the number of unit operations and calculation time have
been improved by 66 times and 15 times on the average,
respectively, over the conventional DA.

ACKNOWLEDGMENTS

This work was supported by The Fundamental Research
Funds for the Central Universities.

REFERENCES

[1] G. Lippmann, “La photographic integrale,” Comptes Rendus de
I'Académie des Sciences, vol. 146, no. 9, pp. 446-451, 1908.

[2] A. Tolosa, R. Martinez-Cuenca, A. Pons, G. Saavedra, M.
Martinez-Corral, and B. Javidi, “Optical implementation of micro-
zoom arrays for parallel focusing in integral imaging,” Journal of
the Optical Society of America A: Optics, Image Science, and
\ision, val. 27, no. 3, pp. 495-500, 2010.

[3]J 1. Ser, J. Y. Jang, S. Cha, and S. H. Shin, “Applicability of
diffraction grating to parallax image array generation in integral
imaging,” Applied Optics, vol. 49, no. 13, pp. 2429-2433, 2010.

[4]J Xia, D. Qu, H. Yang, J. Chen, and W. Zhu, “Self assembly
polymer microlens array for integral imaging,” Displays, vol. 31,
no. 4-5, pp. 186-190, 2010.

[5] H. Navarro. R. Martinez-Cuenca, G. Saavedra, M. Martinez-
Corral, and B. Javidi, “3D integral imaging display by smart
pseudoscopic-to-orthoscopic conversion (SPOC),” Optics Express,
vol. 18, no, 25, pp. 25573-25583, 2010.

[6]Y.Kim, S. Park, S. W. Min, and B. Lee, “Projection-type integral
imaging system using multiple elemental image layers,” Applied
Optics, val. 50, no. 7, pp. B18-B24, 2011.

[ 7] D. Li, X. Zhao, Y. Yang, Z. Fang, and X. Yuan, “Tunable viewing
scope of three-dimensional integral imaging,” Applied Optics, vol.
50, no. 34, pp. H230-236, 2011.

[8] H. Kakeya, S. Sawada, Y. Ueda, and T. Kurokawa, “Integral
volumetric imaging with dual layer fly-eye lenses,” Optics Express,
vol. 20, no. 3, pp. 1963-1968, 2012.

[9]J H. Kim, J. H. Jung, J. S. Hong, J. W. Yeom, and B. H. Leg,
“Elemental image generation method with correction of mismatch
error by sub-pixel sampling between lens and pixel in integral
imaging,” Journal of the Optical Society of Korea, val. 16, no. 1,
pp. 29-35, 2012.

[20] Y. Piao. M. Zhang, and E. S. Kim, “Resolution-enhanced
magnification of afar three-dimensional object image by using the
moving-direct-pixel-mapping method in scalable integral-imaging
system,” Japanese Journal of Applied Physics, vol. 51, no. 2, pp.
022501, 2012.

[11] B. H. Lee, S. Y. Jung, S. W. Min, and J. H. Park, “Study of three-
dimensional display system based on computer-generated integral
photography,” Journal of the Optical Society of Korea, vol. 5, no.
3, pp. 117-122, 2001.

[12] S. C. Oh, J. S. Hong, J. H. Park, and B. H. Lee, “Efficient
algorithm to generate elemental images in integra imaging,”
Journal of the Optical Society of Korea, vol. 8, no. 3, pp. 115-121,
2004.

[23] L. M. J. Meesters, W. A. |Jsselsteijn, and P. J. H. Seuntiens, “A
survey of perceptual evaluation and requirements of three-
dimensional TV,” IEEE Transactions on Circuits and Systems for
Video Technology, vol. 14, no. 3, pp. 381-391, 2004

[24] J. J. Lee, B. G. Lee, and H. Yoo, “Depth extraction of three-
dimensional objects using block matching for slice images in
synthetic aperture integral imaging,” Applied Optics, vol. 50, no.

http://jicce.org



J. Inf. Commun. Converg. Eng. 11(2): 132-138, Jun. 2013

29, pp. 5624-5629, 2011.

[15] S. P. Hong, D. Shin, B. G. Lee, and E. S. Kim, “Depth extraction
of 3D objects using axially distributed image sensing,” Optics
Express, vol. 20, no. 21, pp. 23044-23052, 2012.

[16] Y. Piao, M. Zhang, E. S. Kim, and S. T. Kim, “Enhanced
orthoscopic integral imaging reconstruction using moving pixel
mapping,” Optics and Lasers in Engineering, vol. 50, no. 6, pp.

[17] Y. Piao, M. Zhang, and E. S. Kim, “Effective reconstruction of a
partially occluded 3-D target by using a pixel restoration in
computational integral-imaging,” Optics and Lasers in Engine-
ering, vol. 50, no. 11, pp. 1602-1610, 2012.

[18] X. Xiao, B. Javidi, M. Martinez-Corral, and A. Stern, “Advances
in three-dimensional integral imaging: sensing, display, and
applications,” Applied Optics, vol. 52, no. 4, pp. 546-560, 2013.

862-868, 2012.

Yongri Piao

received the B.S. degree in automation engineering from Jilin University, China, in 2003, and the M.S. and
Ph.D. degrees in information and communication engineering from Pukyong National University, Republic of
Korea, in 2005 and 2008, respectively. From September 2008 to December 2011, he was a Research
Professor at the 3D Display Research Center of Kwangwoon University. Since March 2012, he has been an
Associate Professor at the School of Information and Communication Engineering, Dalian University of
Technology, Dalian, China. His research interests include optical imaging and 3D display, optical and digital
encryption, 3D pattern recognition and tracking, and 2D/3D image processing. He has over 40 publications,
including over 20 peer reviewed journal articles, over 20 conference proceedings.

Young-Man Kwon

received the B.S. degree in electronics engineering from Kwangwoon University, Republic of Korea, in
1983, and the M.S. and Ph.D. degrees in electrical engineering from KAIST and electronics engineering
from Kwangwoon University, Republic of Korea, in 1985 and 2007, respectively. Since March 1993, he has
been an Associate Professor in the Department of Medical IT and Marketing, Eulji University, Seongnam,
Republic of Korea. His research interests include digital image processing, pattern recognition, integral
imaging, and 3D image processing.

Miao Zhang

received the B.S degree in computer science from Memorial University of Newfoundland, St. John's,
Canada, in 2005, the M.S. and Ph.D. degrees in information and communication engineering from Pukyong
National University and electronics engineering from Kwangwoon University, Republic of Korea, in 2007
and 2012, respectively. Since March 2013, she has been an Assistant Professor at the Department of
Game & Mobile Contents, Keimyung University, Daegu, Republic of Korea. Her research interests include
optical imaging and 3D display, 3D visualization, 3D pattern recognition and tracking, and 2D/3D image
processing.

Joon-Jae Lee

received the B.S., M.S., and Ph.D. degrees in electronics engineering from Kyungpook National University,
Republic of Korea, in 1986, 1990, and 1994, respectively. From 1994 to 2007, he was an Associate
Professor in the Department of Computer Information Engineering, Dongseo University, Pusan, Republic of
Korea. Since 2007, he has been an Associate Professor at the Department of Game & Mobile Contents,
Keimyung University, Daegu, Republic of Korea. His research interests include digital image processing, 3D
image segmentation and recognition, and 3D depth extraction algorithms. He has over 50 publications,
including over 30 reviewed journal articles and over 20 conference proceedings.

http://dx.doi.org/10.6109/jicce.2013.11.2.132 138




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Impact
    /LucidaConsole
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
  >>
>> setdistillerparams
<<
  /HWResolution [1200 1200]
  /PageSize [612.000 792.000]
>> setpagedevice


