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Design and Evaluation of a Contention-Based High
Throughput MAC with Delay Guarantee for

Infrastructured IEEE 802.11 WLANs
Yaw-Wen Kuo and Tung-Lin Tsai

Abstract: This paper proposes a complete solution of a contention-
based medium access control in wireless local networks to provide
station level quality of service guarantees in both downstream and
upstream directions. The solution, based on the mature distributed
coordination function protocol, includes a new fixed contention
window backoff scheme, a tuning procedure to derive the optimal
parameters, a super mode to mitigate the downstream bottleneck
at the access point, and a simple admission control algorithm. The
proposed system guarantees that the probability of the delay bound
violation is below a predefined threshold. In addition, highchannel
utilization can be achieved at the same time. The numerical results
show that the system has advantages over the traditional binary
exponential backoff scheme, including efficiency and easy configu-
ration.

Index Terms: Wireless local area network (WLAN), medium access
control (MAC), quality of service (QoS).

I. INTRODUCTION

In recent years, wireless local area networks (WLAN) have
been widely used because of their easy deployment and low
cost. The primary medium access control (MAC) protocol [1]
of IEEE 802.11 is called the distributed coordination function
(DCF) by which stations contend for the wireless channel us-
ing the carrier sense medium access with collision avoidance
(CSMA/CA) protocol. With the increasing demand for real-time
applications, traffic differentiation has become insufficient and
quality of service (QoS) guarantees are desired. This paperfo-
cuses on the MAC based on the mature DCF protocol with the
burst transmission feature by which a station can continuously
send traffic for a period called the transmission opportunity
(TXOP ) after it contends the medium successfully. Although
this feature is introduced in the new IEEE 802.11 standard [1],
many commercial DCF-based products already have this packet
bursting feature prior to the publication of the standard. The ba-
sic idea of this paper is to add the capability of QoS guarantee
for the DCF MAC with the burst transmission feature. The ma-
jor contribution of this paper is to present a complete solution
including the parameter tuning procedure to achieve the best
performance and the super mode to mitigate the traffic asym-
metry issue between upstream and downstream. In addition, an

Manuscript received July 25, 2012; approved for publication by Homayoun
Yousefi’zadeh, Division II Editor September 11, 2013.

This work was supported in part by the National Science Council, Taiwan,
under grant NSC 101-2221-E-260-003.

Yaw-Wen Kuo and Tung-Lin Tsai are with the Department of Electrical En-
gineering, National Chi Nan University, Puli, Nan-Tou, Taiwan, 545, email:
ywkuo@ncnu.edu.tw, andytony23@gmail.com.

Digital object identifier 10.1109/JCN.2013.000110

admission control algorithm is proposed to control the admis-
sion of new stations and corresponding parameters.

The performance of the DCF has been extensively analyzed
and evaluated, but tuning the parameters for a good operating
point has seldom been addressed. Bianchi [2] developed a two
dimensional Markov chain to compute the saturation throughput
of the IEEE 802.11 DCF protocol. Chatzimisioset al. [3], [4]
extended Bianchi’s work for the case with a finite retry limitand
computed the average packet delay in addition to the through-
put. Afterwards, a new approach for deriving the service time
delay generating function is presented by [5]. However, those
papers [3]–[6] are limited to the average delay. More recently,
the authors in [7], [8] proposed analytic models to estimate
the delay distribution with given system parameters such asthe
number of stations, the minimum contention window, and the
retry limit. Although previous research indicated that theper-
formance heavily depends on the parameters, none provided a
method to adjust the parameters for the best performance. Zhai
et al. [9] proposed a method to achieve high throughput by con-
trolling the aggregated traffic loading in the network. However,
the implementation cost is high because each station requires
a traffic regulator. This paper proposes a different approach to
control the operating point by adjusting the relative parameters
such that the high channel utilization and QoS guarantee canbe
achieved at the same time.

In addition to QoS, this paper also deals with the traffic asym-
metry problem between upstream and downstream in the infras-
tructure mode where users access the Internet through the ac-
cess point (AP). Because of the contention-based MAC, the AP
needs to contend with numerous stations and becomes the bot-
tleneck for the downstream traffic. There are papers [10]–[13]
about the asymmetric problem in the IEEE 802.11 WLANs. The
authors in [10], [11] modified the IEEE 802.11e EDCA param-
eters and use a burst transmission mechanism to mitigate the
asymmetric problem. The AP also needs to distinguish between
transmission control protocol (TCP) data frames and TCP ac-
knowledgement frames, but in fact the AP cannot identify this
transport layer information because it is typically a layer2 or
layer 3 equipment. Therefore, this approach is not realistic. Wu
et al. [12] proposed a DCF plus scheme to solve the asymmetric
problem. After the destination station transmitted an acknowl-
edgement frame, it could transmit a data frame back to the same
source station. Although the overall traffic is symmetric, it treats
users unfairly because users with large upstream traffic cangain
more downstream bandwidth than others. Blefari-Melazziet al.
[13] used the token bucket scheme above the MAC layer to con-
trol the traffic rate and decrease the effect of TCP congestion
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control. Although it solves the asymmetric problem, it alsode-
creases the total throughput because of shaping. To solve the
asymmetric problem, this paper proposes a bidirectional trans-
mission scheme allowing the AP to control the downstream traf-
fic.

This paper is organized as follows. Section II presents a brief
overview of the IEEE 802.11 DCF protocol and focuses on the
backoff procedure. The design objective is formulated as anop-
timization problem in Section III. Based on the optimization re-
sult, this paper proposes the fixed contention window backoff
(FCWB) scheme. Section IV presents the solution to the asym-
metric problem and a simple admission control algorithm. Sec-
tion V outlines and discusses the simulation environments and
results. Finally, Section VI presents conclusions.

II. PRELIMINARIES

A. DCF Protocol

The DCF protocol is based on a standard ethernet-like
contention-based service and adopts a slotted binary exponen-
tial backoff (BEB) scheme to avoid collisions. When a station
has a frame to transmit, it needs to sense the wireless medium. If
the medium is busy, it defers the transmission until the medium
is idle. If the medium is detected to be idle for a time inter-
val, which is a DCF inter-frame space (DIFS), the source sta-
tion starts a backoff operation with a randomly-selected backoff
count value. The backoff counter is decreased by one after an
idle slot time and is frozen when the source station detects that
the medium is busy. When the backoff counter reaches zero, the
source station starts transmitting the frame. If multiple stations
count down to zero at the same time, they transmit simultane-
ously and a collision occurs. When the destined station receives
this frame successfully, it transmits an immediate positive ac-
knowledgment (ACK) frame back after a time interval which
is a Short Inter-Frame Space (SIFS). After the source station
receives the ACK frame, the transmission is successfully com-
pleted. If the source station does not receive the ACK frame,it
schedules a retransmission and the backoff operation restarts.

The randomly-selected backoff count value is chosen uni-
formly from [0, Wi-1] whereWi is the current contention win-
dow size andi denotes the backoff stage or the number of failed
transmissions of a frame. The initial value ofi is zero for each
frame and it is increased by one after a failed transmission.The
contention window size is controlled according to the BEB. At
the first transmission attempt,W0 is equal to the minimum con-
tention window size denoted byW . When a station detects a
failed transmission, it doublesWi until Wmax is reached as
shown in (1). After that,Wi remains the same until the frame is
transmitted or dropped.

Wi =

{

2i ∗W, 0 ≤ i ≤ m,
2m ∗W, m < i ≤ R

(1)

whereR is the retry limit andm is the maximum number of
times thatWi can be doubled. When a station fails to transmit
the frame at stageR, it drops the frame and starts a new trans-
mission for the head-of-queue packet withW0 = W .

B. Problem Formulation

Unlike QoS-capable networks such as asynchronous transfer
mode (ATM) where the user traffic can be controlled by polic-
ing or shaping, a WLAN network is unable to control the traf-
fic entering the network such that end-users can arbitrarilysend
their packets. To guarantee the delay QoS at any time, it is nec-
essary to consider the worst case that every station is always
backlogged.

The considered wireless network consists ofN stations in-
cluding one AP and (N − 1) user stations (STAs). To increase
the channel utilization, this paper assumes that every station sup-
ports the feature of burst transmission by which a station can
continuously send traffic for a time period (TXOP ) after it con-
tends the medium successfully. Because theTXOP duration
is typically long, the request-to-send/clear-to-send (RTS/CTS)
mechanism is adopted to protect the transmission burst from
the other stations. The AP assigns equal TXOP for each sta-
tion according to the delay requirement and the number of sta-
tions. Letd be a random variable representing the time period
between the ends of two successiveTXOPs for a station. A
transmission burst is considered a violation ifd is larger than
a predefined delay bound, denoted byD. Therefore, the QoS
objective is to keep the violation probability below a thresh-
old, denoted byPv, given by the network administrator. That
is, 1 − P (d < D) ≤ Pv. It should be pointed out that the vi-
olation probability is not equal to the loss probability. Inmost
cases, packets can be sent to their destination successfully, but
some of them suffer larger delays. Only frames with (R + 1)
collisions are dropped by the AP or STAs.

Let τ be the probability that a station transmits in a randomly
chosen slot time. For a transmission, the collision probability,
denoted byp, is 1− (1− τ)N−1. We can model the system by a
two dimensional Markov chain [2], [3] where each state repre-
sents the backoff count value at the ith retry. After deriving the
state probability of the Markov chain, one can getτ by adding
the probabilities of the states with a zero backoff counter value.
Although there are no closed form solutions forτ andp, they can
be uniquely solved by numerical techniques for a givenW [3].

Following the analysis in [3], we can extend and derive the
channel utilization for the scenario with burst transmission.
There are three cases in a randomly chosen slot time: (1) All
stations are idle, (2) a station transmits a burst successfully,
and (3) a collision occurs. LetPtr be the probability that there
is at least one transmission in the considered slot time and
Ptr = 1 − (1 − τ)N . Let Ps be the probability of a success-
ful transmission conditioned on the fact that at least one station
transmits andPs = Nτ(1 − τ)N−1/(1 − (1 − τ)N ). It is ob-
viously that the actual channel utilization depends on the packet
size in a transmission burst, but it is too complicated if thetraf-
fic model is involved. For computational simplicity, the channel
utilization, denoted byµ, is approximated as the average time
for data in a cycle divided by the average time of a cycle and
can be expressed by

µ ≈
PtrPsTXOP

(1− Ptr)Te + PtrPsTs + Ptr(1− Ps)Tc

(2)

whereTe, Ts, andTc are the slot time, the time to successfully
transmit a burst, and the time wasted in a collision, respectively.
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Fig. 1. Channel utilization vs. collision probability: (a) N = 5 and (b) N = 20.

When the packet size is large or the frame aggregation feature in
IEEE 802.11n [14] is enabled, the approximation error becomes
small.

According to the QoS objective, the system needs to com-
pute the probabilityP (d < D). Since modern WLAN APs are
typically an embedded system, the CPU, with limited comput-
ing power, needs to simultaneously handle many tasks such as
network protocols, network management, and the Web server.
The computation of delay distribution would be a burden for the
CPU. We have developed a framework [15] to approximate the
delay distribution where we have addressed the tradeoff between
accuracy and complexity.

This paper considers both the channel utilization and the de-
lay requirement, but unfortunately the two metrics conflictwith
each other. Equation (2) shows that the channel utilizationis
proportional toTXOP , but a largeTXOP also implies long
frame delays because a station needs to wait longer while de-
ferring. To maximize the channel utilization with the delaycon-
straint, we can formulate the optimization problem as follows.

Find (W ∗,m∗, TXOP ∗) = arg max
W,m,TXOP

µ, (3)

subject to1− P (d < D) ≤ Pv

where the parameters with superscript star represent theiropti-
mal values.

III. TUNING PROCEDURE AND THE FCWB SCHEME

The goal of the optimization problem is to find the optimal
values for system parameters. Obviously, it is a complex task
because there are many dependent parameters involved. This
paper proposes a heuristic method that breaks the optimization
process into two phases: Findm∗ first and then find the oper-
ating point manually. Before going through the procedure, let
us choose a proper control variable. Intuitively, a system with a
largep suffers collisions, resulting in low channel utilization and

large frame delays. Therefore, we takep as the control variable
and calculate the corresponding values forτ andW . Because
p = 1− (1− τ)N−1, we haveτ = 1− N−1

√
1− p. Based on the

results in [3], we derive the corresponding minimum contention
window as shown in (4).

W =

{

(2−τ)(1−2p)(1−p)m+1

τ(1−(2p)m+1(1−p)) ,m ≥ R,
(2−tau)(1−2p)(1−pR+1)

τ [(1−(2p)m+1(1−p)+2mpm+1(1−2p)(1−pR−m) ,m < R.

(4)
Phase 1:Findm∗ according to the data generated by the fol-

lowing pseudo code.
1. InputR, N , m, D, andPv.
2. Setp = 0.05.
3. Calculateτ andW .
4. Find the optimalTXOP ∗ such that(1 − P (d < D)) ≤ Pv

by the bisection method.
5. Calculate the channel utilization by (2).
6. If p < 0.4, thenp = p+ 0.01 and go to Step 3.

Fig. 1(a) shows the channel utilization forD = 80 ms,
Pv = 0.01, R = 6, andN = 5. One can see that the chan-
nel utilization varies with different m, and the best performance
is with m = 0. That is, it is unnecessary to double the con-
tention window after a collision if the collision probability is
well controlled. The same phenomenon exists forN = 20 as
shown in Fig. 1(b). If the contention window of a tagged sta-
tion is doubled, the probability that the other stations interrupt
during its backoff process increases. The delay increases dra-
matically after several retries due to large contention windows,
and the optimalTXOP ∗ found in Step 4 is small, resulting in
low channel utilization. Based on the above argument, we con-
clude thatm∗ = 0. As a result, this paper proposes the FCWB
scheme that the contention windows for all backoff stages are
equal toW .

Phase 2:Selectp manually form = 0. Following the same
steps in Phase 1 for differentN , the curves of channel utilization
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Fig. 2. Channel utilization vs. collision probability for different N : (a) D = 40 ms and (b) D = 80 ms.
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Fig. 3. Channel utilization for FCWB and BEB.

for D = 40 ms andD = 80 ms are plotted in Fig. 2. It is inter-
esting that the peaks of all curves are situated aroundp = 0.17,
which is the best operating point. Substitutingp = 0.17 into (4),
we can calculate the corresponding minimum contention win-
dow, which isW ∗. Finally,TXOP ∗ can be determined by Step
4 by the bisection search method. This completes the tuning
procedure.

In summary, using the FCWB scheme, the AP only needs to
determineW ∗ andTXOP ∗ by Phase 2 when a STA joins or
leaves. The optimal values are announced by the AP, and all
STAs just follow the FCWB scheme and adjust their parameters
accordingly. Phase 2 can also be applied to the BEB scheme.
After some calculations, the channel utilizations for different
combinations are plotted in Fig. 3. We can see that the FCWB
scheme is more efficient because of the higher channel utiliza-

 

Fig. 4. Channel utilization for FCWB and BEB.

tion. The flat curves for the FCWB scheme indicate that the
proper operational range is large. For example,p = 0.17 is also
a good choice forPv = 0.005. As a result, one can substitute
p = 0.17 into (4) for differentN to getW ∗ for this case. On the
other hand, the proper operational range for the BEB scheme is
narrow, and a good choice of the operation point for the case of
Pv = 0.01 is p = 0.11. However, it moves top = 0.08 for the
case ofPv = 0.005.

IV. SUPER MODE AND ADMISSION CONTROL

Traditionally the AP and STAs use the same parameters. If
the number of STAs is large, the probability that the AP con-
tends the media successfully is low, and downstream is the bot-
tleneck for real-time applications. Since this paper aims at delay
guarantees for both downstream and upstream, a bidirectional
transmission method is proposed to solve this problem. In our
approach, only the AP is modified and all STAs remain the same
for ease of implementation.

There are two transmission modes in the AP. Upon receiving
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a RTS frame, the AP checks its queue to determine the operation
mode. If backlog exists, it switches to thesupermode as shown
in Fig. 4. The major improvement in thesuper mode is that the
AP can transmit a downstream burst after receiving an upstream
burst. To notify other STAs of the duration being used, the AP
calculates the corresponding network allocation vector (NAV)
and put it in the CTS frame. The design differs from the bidi-
rectional transmission method in [12], [16] where the receiving
station (could be the AP or a STA) can piggyback a burst back to
the source station. In this paper, the bidirectional transmission
is only performed at the AP for two reasons. First, the overall
system implementation complexity is low because only the AP
is changed. Second, the traffic loading of downstream and up-
stream can be kept symmetric. In addition, our design allows
the AP to select an active queue for the downstream transmis-
sion according to the round robin discipline. Only one packet is
dequeued each time when a queue is visited. Since the down-
stream and upstream traffics in a STA may be unbalanced, this
design can guarantee the downstream fairness between STAs.
With thesuper mode and the round-robin scheduler, there is no
random access and no collision for the downstream traffic. The
simulation result, presented in the next section, shows that the
violation probability at downstream is smaller than that atup-
stream. As a result, with thesuper mode, considering upstream
is sufficient for the admission control.

After the AP finishes the transmission in thesuper mode, it
switches back to the normal operation for the case of very light
upstream traffic. To make the upstream and downstream traffic
equal, the AP is configured with a lower priority than the STAs
by setting the backoff counter to a fixed valuek. A reasonable
choice of k isW ∗. After the medium is free, the AP needs to
wait for k slots before transmission. In this manner, the AP is
only active when there is no upstream traffic. In the case that
the AP collides with the STAs, it needs to wait for anotherW ∗

slots. Because the backoff counter value of the STAs is smaller
thanW ∗, the AP does not collide with the STAs again.

The admission control is performed when a new STA joins
the network. The only two parameters configured by the admin-
istrator are the violation probabilityPv and the delay boundD.
When an STA leaves or joins the networks, the AP uses the tun-
ing procedure proposed in Section III to calculate the optimal
values forW ∗ andTXOP ∗ and notifies all connected STAs to
update. In addition, a slight modification is required in thecal-
culation of channel utilization for thesuper mode becauseTs

is equal to (2*TXOP + TSIFS) whereTSIFS is the duration of
SIFS.

ObviouslyTXOP ∗ decreases as the network size increases.
If the TXOP per direction is too small to transmit the pos-
sible largest packet, the new STA is supposed to be rejected.
Let MSDU , the abbreviation of MAC service data unit, be
the size of payload. The minimumTXOP value, denoted by
TXOPmin, can be calculated by

TXOPmin = TPLCP +
MaxMSDU

Min PHY rate
+ TACK + TSIFS (5)

whereTPLCP andTACK are the time periods used to transmit
the PLCP header and the ACK packet, respectively.

Table 1. System parameters

Parameter Value

Min PHY rate 24 Mbps

Max MSDU 2304 bytes

SIFS 16µs

DIFS 34µs

TRTS 14.7µs

TCTS 12.7µs

TACK 12.7µs

TPLCP 8 µs

Slot time 9 µs

W for BEB 32

m for BEB 5

R 6

D 80 ms

Pv 0.01

Simulation time 200 s

V. PERFORMANCE EVALUATION

This section shows the performance of the proposed system
with the typical system parameters listed in Table 1. All simula-
tions were conducted by the NS2 simulator [17]. We have built
a new MAC module with the burst transmission and super mode
functionalities. In addition, a new queue module with the round
robin scheduler was also developed for the AP to complete the
super mode.

A. FCWB Scheme

The first part focuses on the backoff scheme when the super
mode is not involved. The test scenario consists of 20 stations
including one AP and 19 STAs. Each STA has one UDP flow
to the AP. There is no downstream traffic such that the perfor-
mance depends only on the backoff scheme. The first STA is the
tagged one with one 400 kbps CBR flow. We vary the data rate
of non-tagged flows to emulate different network loadings. Ac-
cording the tuning procedure, the best operation point is around
p = 0.17. W ∗ andTXOP ∗ are 204 and 1098µs, respectively,
for the FCWB scheme. We also conducted simulations of the
BEB scheme with and without the burst transmission feature for
comparison. TheTXOP value for the BEB scheme is the same
as that used for the FCWB scheme.

Fig. 5 contains 4 subplots each one showing the aggregated
throughput, the average delay of the tagged flow, the delay
standard variation (STD) of the tagged flow, and the violation
probability, respectively. We can see that the throughput is sig-
nificantly improved when the burst transmission feature is en-
abled. Because the collision is well controlled by the FCWB
scheme, it outperforms the BEB scheme in throughput. In gen-
eral, delay related metrics increase with the volume of total in-
put traffic. Although the violation probability of the BEB with-
out TXOP scheme is small, the aggregated throughput be-
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comes saturated around 17 Mbps. On the other hand, the FCWB
scheme can guarantee the violation probability while providing
high throughput. If the burst transmission feature is applied to
the BEB scheme, the throughput increases significantly withthe
cost of large violation probability. The plot of delay STD gives
another aspect of behaviors between different schemes. Theav-
erage delay of the BEB withoutTXOP scheme is very small
because of its small initial contention window. However, once a
STA collides with others, its contention window increases dra-
matically. In a word, by the BEB scheme, the packets delivered
without collision are transmitted to the receiver quickly,but col-
lided packets may suffer long delay. As a result, the delay STD
is larger than that of the FCWB scheme at high loads. In sum-
mary, the FCWB scheme trades the performance at light loads
for the low delay variation at high loads by utilizing a fixed and
large contention window.

B. Admission Control andSuperMode

This paper assumes that the minimum PHY rate and the max-
imum MSDU are 24 Mbps and 2304 bytes, respectively. Sub-
stituting the two parameters into (5), we obtain the minimum
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TXOP of 805µs. BecauseTXOP ∗ decreases as the number
of stations increases, this subsection presents the systemcapac-
ity in terms of the number of acceptable stations with the super



612 JOURNAL OF COMMUNICATIONS AND NETWORKS, VOL. 15, NO. 6, DECEMBER 2013

0.2 0.4 0.6 0.8 1 1.2

0

0.005

0.01

0.015

0.02

0.025

0.03

 

 

0.2 0.4 0.6 0.8 1 1.2

0

0.2

0.4

0.6

0.8

1

 

 

0.2 0.4 0.6 0.8 1 1.2

0

5

10

15

20

 

 

0.2 0.4 0.6 0.8 1 1.2

0

5

10

15

20

 

 

 

A
g

g
re

g
a

te
d

 t
h

ro
u

g
h

p
u

t 
(M

b
p

s)

A
g

g
re

g
a

te
d

 t
h

ro
u

g
h

p
u

t 
(M

b
p

s)

V
io

la
ti

o
n

 p
ro

b
. o

f 
ta

g
g

e
d

 !
o

w

V
io

la
ti

o
n

 p
ro

b
. o

f 
ta

g
g

e
d

 !
o

w

Data rate of non-tagged !ow (Mbps) Data rate of non-tagged !ow (Mbps)

Data rate of non-tagged !ow (Mbps) Data rate of non-tagged !ow (Mbps)

Upstream Downstream

FCWB

EBE

FCWB

EBE

FCWB

EBE

FCWB

EBE

Fig. 7. Performance comparison for bidirectional traffic.
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Fig. 8. Comparison between downstream and upstream: (a) Average delay and (b) delay STD.

mode activated. In addition to the proposed system, the BEB
scheme (W = 32, m = 5, R = 6) was also included in the

numerical comparisons.
Fig.6 shows the maximum number of acceptable stations for
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the two schemes with different delay bounds. The delay of a
tagged station is caused by the transmission of other stations
during its backoff process. The maximum duration used by a
station each time isTXOP . As a result, when the delay bound
is relaxed, the network can use a largerTXOP such that the
number of acceptable stations increases. However, for the BEB
scheme, this effect is not evident because the collision proba-
bility also increases with the network size. When the collision
probability becomes large, a station needs to retry many times
and the frame delay increases. In contrast, because the pro-
posed tuning procedure controls the collision probabilitynear
the proper operation point, the maximum number of acceptable
stations increases with the required delay bound for both the
FCWB scheme. The advantage of the FCWB scheme becomes
significant for large delay bounds.

We conducted a simulation forN = 15 to demonstrate the
benefit of the proposed super mode. BecauseN = 15 is only
valid for the FCWB scheme according to Fig. 6, the BEB with-
outTXOP scheme is selected for performance comparison. In
this experiment, each STA has one upstream flow and one down-
stream flow. Again, the flows of STA 1 are the tagged flows
with the data rate fixed at 200 kbps. Fig. 7 shows the plots
for the throughput and the violation probability for both down-
stream and upstream. The traffic asymmetric problem for the
BEB scheme is very serious because the upstream traffic con-
sumes dominate capacity. Although the violation probability of
the BEB scheme at upstream is very small, many downstream
packets are dropped by the BEB scheme. Because the pro-
posed super mode guarantees that the downstream traffic gains
one transmission opportunity after the AP receives an upstream
burst, the traffic asymmetric problem can be totally solved.In
addition, the round robin scheduler in the AP equally allocates
the downstream capacity among downstream flows. As shown
in Fig. 8, the average delay and the delay STD of the down-
stream tagged flow are insensitive to the volume of input traf-
fic. At high loads, the delay STD at upstream is about 6 times
larger than that at downstream. As a result, the violation prob-
ability at downstream is 0 for all cases. That is why we only
check if the upstream performance is met in the admission con-
trol.

VI. CONCLUSION

This paper has proposed a complete design for the contention-
based WLAN MAC to support the station-level QoS guarantee.
The design includes the FCWB scheme, a parameter tuning pro-
cedure, a super mode for the AP, and an admission control algo-
rithm. Simulation results show that the proposed system hasa
larger capacity than the traditional BEB scheme when the delay
bound requirement is considered. The major advantage of the
FCWB scheme is that it reduces the delay variation. Because the
contention window is not doubled, the collided frames are not
punished and have an equal chance of being transmitted. More-
over, the wider operational range of FCWB allows us to use the
same operating point no matter how the network is configured.

REFERENCES
[1] Part 11: Wireless LAN Medium Access Control (MAC) and Physical Layer

(PHY) Specifications, IEEE Standard 802.11-2007, 2007.
[2] G. Bianchi, “Performance analysis of the IEEE 802.11 distributed coordi-

nation function,”IEEE J. Sel. Area Commun., vol. 18, no. 3, pp. 535–547,
2000.

[3] P. Chatzimisios, A. C. Boucouvalas, and V. Vitsas, “IEEE802.11 packet
delay - a finite retry limit analysis,” inProc. IEEE GLOBECOM, vol. 2,
2003, pp. 950–954.

[4] P. Chatzimisios, A. C. Boucouvalas, and V. Vitsas, “IEEE802.11 wireless
LANs: Performance analysis and protocol refinement,”EURASIP J. Appl.
Signal Process., 2005(1), pp. 67–78.

[5] O. Tickoo and B. Sikdar, “Queueing analysis and delay mitigation in IEEE
802.11 random access MAC based wireless networks,” inProc. IEEE IN-
FOCOM,2004, pp. 1404–1413.

[6] H. Chen and Y. Li, “Analytical analysis of hybrid access mechanism of
IEEE 802.11 DCF,”IEICE Trans. Commun., vol. E87-B, no. 12, Dec.
2004.

[7] A. Banchs, P. Serrano, and A. Azcorra, “End-to-end delayanalysis and
admission control in 802.11 DCF WLANs,”Comput. Commun., vol. 29,
issue 7, pp 842–584, Apr. 2006.

[8] H. L. Vu and T. Sakurai, “Accurate delay distribution forIEEE 802.11
DCF,” IEEE Commun. Lett., vol. 10, no. 4, 2006.

[9] H. Zhai, X. Chen, and Y. Fang, “How well can the IEEE 802.11wireless
LAN support quality of service?,”IEEE Trans. Wireless Commun., vol. 4,
no. 6, 2005.

[10] D. J. Leith, P. Clifford, D. Malone, and A. Ng, “TCP fairness in 802.11e
WLANs,” IEEE Commun. Lett., vol. 9, no. 11, Nov. 2005.

[11] D. J. Leith and P. Clifford, “TCP Fairness in 802.11e WLANs,” in Proc.
WiCOM, vol. 1, June 2005, pp 649–654.

[12] H, Wu, Y. Peng, K. Long, S. Cheng, and J. Ma, “Performanceof reliable
transport protocol over IEEE 802.11 wireless LAN: Analysisand enhance-
ment,” inProc. IEEE INFOCOM, June 2002, pp 599–607.

[13] N. Blefari-Melazzi, A. Detti, I. Habib, A. Ordine, and S. Salsano, “TCP
fairness issues in IEEE 802.11 networks: Problem analysis and solutions
based on rate control,”IEEE Trans. Wireless Commun., vol. 6, no. 4, Apr.
2007.

[14] Part 11: Wireless LAN Medium Access Control (MAC) and Physical Layer
(PHY) Specifications - Amendment 5: Enhancements for HigherThrough-
put, IEEE Standard 802.11n, 2009.

[15] Y. W. Kuo, W. F. Lu, and T. L. Tsai, “A framework to approximate the de-
lay distribution for IEEE 802.11 DCF protocol,” inProc. IEEE 9th MICC,
Kuala Lumpur, Malaysia, 2009.

[16] C. Liu and A. P Stephens, “An analytic model for infrastructure WLAN ca-
pacity with bidirectional frame aggregation,” inProc. IEEE WCNC, vol. 1,
Mar. 2005, pp. 113–119.

[17] The network simulator - NS2[Online]. Available: http://www.isi.edu/nsn-
am/ns/index.html.

Yaw-Wen Kuo received the B.S. degree and the M.S.
degree in Electrical Engineering from National Tsing
Hua University, HsinChu, Taiwan, ROC in 1992 and
1994, respectively, and the Ph.D. degree in Commu-
nication Engineering from National Chiao Tung Uni-
versity, HsinChu, Taiwan, ROC in 2000. After three
months of military service, he joined ZyXEL Com-
munications Corps. in HsinChu Science Park, Taiwan,
where he worked as a Hardware Project Leader in
central-office equipment BU. Since 2006, he joined
the National Chi-Nan University, Nantou, Taiwan,

ROC, where he is currently an Assistant Professor of Electrical Engineering. His
current research interests include quality of service guarantee, wireless MAC de-
sign, wireless sensor networks, and embedded systems.

Tung-Lin Tsai received his M.S. degree in Electrical
Engineering from National Chi-Nan University, Nan-
tou, Taiwan in 2008. He is currently an Software En-
gineer of Foxconn Electronics Inc.


