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Abstract 
 

In this paper, we propose a preprocessing method that it is to correct the distortion of text 

area in Korean signboard images as a preprocessing step to improve character recognition. 

Distorted perspective in recognizing of Korean signboard text may cause of the low 

recognition rate. The proposed method consists of four main steps and eight sub-steps: main 

step consists of potential vertical components detection, vertical components detection, 

text-boundary estimation and distortion correction. First, potential vertical line components 

detection consists of four steps, including edge detection for each connected component, pixel 

distance normalization in the edge, dominant-point detection in the edge and removal of 

horizontal components. Second, vertical line components detection is composed of removal of 

diagonal components and extraction of vertical line components. Third, the outline estimation 

step is composed of the left and right boundary line detection. Finally, distortion of the text 

image is corrected by bilinear transformation based on the estimated outline. We compared the 

changes in recognition rates of OCR before and after applying the proposed algorithm. The 

recognition rate of the distortion corrected signboard images is 29.63% and 21.9% higher at 

the character and the text unit than those of the original images. 
 

 

Keywords: Korean Signboard, Text Area, Correcting perspective distortion, Components 

detection, Text boundary estimation 
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1. Introduction 

Studies on the development of various applications running in mobile devices equipped with 

a high-resolution camera to provide much information to the mobile users are being performed 

[12,14,15]. As a typical example, content including the name and brief description of shops or 

institutions can be provided instantly to foreign tourists by recognizing the text of signboard 

images and converting them to different languages using language translators [13].  

Existing studies on the correction of text image distortion are based on analyses on the outline 

of text images and the formation of text [2,4,6,10,16]. The approaches to distortion correction 

includes the method to estimate a perspective projection matrix from a vanishing point 

[2,7,11]; the method to perform affine transformation by analyzing the formation of the text 

line [8]; and the method to recognize distorted texts without correcting the distortion using the 

structural invariables of the text [4].  

The extraction of the boundary quadrilateral may not be accurate and the boundary 

quadrilateral may not always be visible in the complete text area. Horizontal and vertical 

vanishing points were calculated using the composition of text instead of the text boundary to 

overcome these problems [2,3]. They assume uniform spacing between text lines to compute 

the vertical vanishing point. Although the performance has improved, these assumptions are 

difficult to apply to non-document scene text. However, the performance of detection of those 

invariants, such as ascender and descender, highly depends on the length of text lines, hence 

this method may fail when a text line is too short. 

Korean signboard images are composed of only a few characters, as shown in Fig. 1. In 

addition, it is difficult to detect the outline and correct the image distortion. Thus, we have 

examined distorted Korean signboard images to resolve these problems. In general, the camera 

viewpoint causes a perspective distortion of the signboard images, as shown by the dashed line 

in Fig. 1.  

 

       

Fig. 1. Korean signboard images where perspective distortion are shown by dashed lines 

 

We measured the variation of the slopes of vertical line components in the signboard images 

and estimated trapezoidal outlines of the text region to estimate the distortion. Our method can 

estimate the trapezoidal outline correctly at least two vertical line components exist in the 

signboard text. 
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The remainder of this paper is organized as follows. Section 2 describes the proposed method, 

including how to detect vertical line components and how to correct the distortions. Section 3 

provides experimental results. Section 4 discusses and summarizes the unique characteristics 

and limitations of this study. 

2. Proposed Method 

Fig. 2 shows the flow chart of the proposed system. The input image is a binary image resulting 

from a text extracting module in Park [5] to the text region of a color signboard image shot by 

a mobile phone. There are only a few characters in Korean signboard images and their size and 

between-characters gaps are irregular. Thus, it is very difficult to analyze the structure of the 

text region. Korean characters consist of a combination of five basic patterns, ‘―’ (horizontal), 

‘|’ (vertical), ‘/’ (diagonal), ‘\’ (inverse diagonal) and ‘O’ (round). For example, the character 

“성” in Figure 1 consists of ‘/’, ‘\’, ‘―’, ‘|’ and ‘O’. Here, we pay attention only to the vertical 

line component ‘|’, because it appears relatively more frequently in Korean text than in other 

languages and the trend of their slopes can be used to describe the amount of image distortion. 

Fig. 2 shows the flow chart of the proposed system. The input image is a binary image resulting 

from a text extracting module in Park [5] to the text region of a color signboard image shot by 

a mobile phone. 
 

 

Fig. 2. Flowchart of the proposed system 
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The proposed system consists of four stages, potential vertical line components detection, 

vertical line components detection, text boundary estimation and distortion correction. First, 

potential vertical line components detection consists of four steps, including edge detection for 

each connected component, pixel distance normalization in the edge, dominant-point 

detection in the edge and removal of horizontal components. Second, vertical line components 

detection is composed of removal of diagonal components and extraction of vertical line 

components. Third, the outline estimation step is composed of the left and right boundary line 

detection. Finally, distortion of the text image is corrected by bilinear transformation based on 

the estimated outline. 

 

2.1. Potential Vertical Line Components Detection 

Given a binarized text region of a signboard image, as in Fig. 3(a), the characters in the text 

image are divided into letters using connected components analysis. For each of the divided 

letters, edges are detected by applying a Canny mask Fig. 3(b). Distance-based normalization 

is performed to remove all other points, except for the central point of an m by m sized mask, 

by applying the mask to the edge. This normalization can remove noise generated in the 

shooting of the image and the binarization process, while preserving the straightness of the 

edges. In our experiments, the size of m is empirically set to 5. Thus, the distance between 

points on the edge is normalized at regular intervals Fig. 3 (c) and is defined as   
{          }. Next, the dominant points in the edge are found and each line component 

between two dominant points is further considered to detect potential vertical line components 

(candidates of vertical line components) in the normalized edge. To do this, let the set of the 

dominant points (pixels) in the edge of each letter and the connections between      and    be 

chain-coded along the edge. Only the 0th to 7th codes were used from the East through North 

to West of the 16 directions to remove the repeated codes. For more detail, let  (       ) be 

the direction code between two points from      to    with condition of  (       )  
 (       ). We consider    to be a dominant point if the direction from or to    changes 

suddenly, as Eq. 1. 

 

| (       )   (       )|    (1) 
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Fig. 3. Extraction steps of potential vertical line components in a Korean signboard image. (a) distorted 

input image with dashed line for partial image, (b) edge detected by Canny operator in the partial image, 

(c) Distance-based normalization with 5 by 5 mask, (d) dominant points marked with red squares, (e) 

potential vertical line components in solid line 

 

This normalization can remove noise generated in the shooting of the image and the 

binarization process, while preserving the straightness of the edges. Every edge is 

automatically divided at the dominant point Fig. 3(d). Now, let the set of line components 

between two dominant points be   {          }, then    includes vertical, horizontal and 

diagonal components. To preserve vertical line components, whilst removing horizontal 

components, the length of each individual component is calculated and the linear equation (  ) 

is found using two dominant points of the component (two end pixels of the component). Then, 

any components meeting the condition, as shown in Eq. 2, are considered as potential vertical 

line components (  ). 

 

   {  │            (  )  
 

 
       (   )         (   )   }                    (2) 

 

Where I is the input image,       (  ) is the length of the component and H is the height of the 

image. In addition, the linear equation should cross the top (   ) and the bottom (   ) of the 

input image, because the vertical line components in Korean text images generally take place 

from top to bottom of the image, despite distortion. Here, we eliminate small components with 

the scondition       (  )  
 

 
.  

Now, we have the potential vertical line components without horizontal ones Fig. 3(e). Each 

linear equation of the potential vertical line components is defined as             with the 

slope angle of    in image coordinates (x and y) where           and a set of linear equations 

for the potential vertical components is defined as   {       } (see Fig. 4). 
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Fig. 4. Example of potential vertical line components with slope angles 

2.2. Vertical line components detection 

Generally, the slope angles of the vertical line component increases from left to right in the 

distorted text region. However, the diagonal components are located in irregular directions. 

Thus, our goal here is to find the regression line for genuine vertical line components, as the 

solid regression line in Fig. 5.  

 

   

Fig. 5. Regression lines of slope angles of potential vertical line components. The dashed line and the 

solid line present the regression for all potential vertical line components, including genuine vertical 

line components, respectively. 
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Fig. 6. Finding an optimal iteration index (
0t ) to remove diagonal components. The circular shape is the 

slope of the regression line of all the potential vertical line components, while the triangular shape is the 

slope difference between two iterations (t and t-1). Vertical dashed lines and horizontal dashed lines 

indicate an optimal iteration index (
0t ) and the average slope difference, respectively. 

 

The flowing is the process of finding the regression line. Step 1. A linear equation of the 

slope angles ( ) of all the potential vertical line components is estimated using a LLS(linear 

least squares) as the dotted regression line in Fig. 5. To remove diagonal components, a 

potential vertical line component causing the maximum error with perspective to the 

regression line is eliminated. Step 2. While repeating Step 1, the proposed method saves the 

current iteration index (t), the slope angle of the estimated linear equation at t, as well as the 

difference between the slope angle of currently estimated linear equation and the one at the 

previous iteration (t-1). Step 3. After iterations are terminated, the method calculates the 

average of slope differences saved at every iteration. Step 4. Finally, the method pops the slope 

difference of two linear equations in the order of the storage and compares it to the average 

slope difference, until it is larger than the average slope difference at an optimal iteration (  ). 
 

 

Fig. 7. Genuine vertical line components in red solid lines after removing diagonal components 

 

Now, all of the eliminated components under the optimal iteration are considered diagonal 

components Fig. 6. The execution of this process can effectively remove the diagonal 

components Fig. 7.  
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2.3 Text Boundary Estimation 

The LLS is a well-known method to estimate parameters that fit a linear function to a set of 

points, while minimizing the sum of squared errors with the difference between the actual data 

points and the function [1]. In our experiments, we estimated a linear equation, 

  xxg )( , of the slope angles of the set of linear equations ( L ) of potential vertical line 

components, as shown in Fig. 4. Parameters of the linear equation,  and  , are found when 

the sum of squared error, 2))((),(   jj
xE  at Hy   is minimized. We took the 

partial derivative of E with respect to  and  , and set it equal to 0, to find the two 

parameters. 
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Some Korean characters, such as ‘승’ and ‘증’, do not include vertical line components and 

other characters, such as ‘성’ and ‘지’, contain vertical line components only on their right 

side. If these characters appear in the beginning or end of the text region, it becomes difficult 

to estimate the outline of the distorted text region, because it is not guaranteed that the vertical 

line components lie on the left and right boundaries of the text region. Therefore, we should 

estimate virtual vertical line components at the left and right boundaries. 

Especially, left or right boundary lines to cover the entire text region have the minimum or 

maximum slope angle. Therefore, if a line   x  passes the pixel on the text with the 

minimum or maximum slope angle ( ), it becomes the left or the right boundary line of the 

text region. At this time, let the pixels ),(
lll

yxP and ),(
rrr

yxP  be the left and right boundary. 

However, since   x  is an equation at Hy  ,    and   have to recalculated at 

different 
l

yy   or 
r

y . Here, we can arrange x  using 
jjj

bxayl   as Eq. 7. Thus, slope 

angle   for any pixel on the text can be calculated using   xyxg ),( , after replacing 

  and   with Eq. 8 and 9. 
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Now, we are able to calculate the reference point ),(
lll

yxP  with the minimum slope angle 

for the left hand boundary of the text region. Similarly, the reference point with the right hand 

boundary is also calculated at ),(
rrr

yxP (Eq.(10)). Where 
B

I  is the set of black pixels of I . 
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(10) 

 

The top side line and bottom side line of the text region are acquired directly from the 

horizontal line of the top and bottom of the text region. Four sides of the boundary can be 

defined as Eq.(11). 
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2.4. Distortion Correction 

Our final goal is to correct the distortion of the text region. We now have four boundaries 

(trapezoid outline) that tightly enclose the region, as shown in Fig. 8(a). A bilinear 

transformation [9] is applied to the text region with the trapezoidal outline to correct the 

distortion. 

(a)

(b)

 
Fig. 8. (a) The trapezoid outline estimated by the proposed method, (b) The results without distortion 

 

A bilinear transformation [21] is applied to the text region with the trapezoidal outline to 

correct the distortion using Eq.(12). Here (   ) is the coordinate of a point in the input image 

and (   ) is the coordinate of the point in the output image. (See Fig.9.) 
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Fig. 9. Example of bilinear transformation 

3. Experiment Results 

We assume that the signboard images include only Korean characters. Testing datasets are 

composed of two image sets: artificially distorted text images and real distortion signboard 

images. The former has been made with 40 text images; each image in the testing dataset 

consists of 3 to 6 characters generated from the word processing software. The perspective 

distortion was added to the each image with steadily increasing angle from 5° to 25° by both 5° 

on the left and right. Therefore, 25 different combinations of the distortion have been 

generated from each image. Thus, there were 40×25=1000 artificially distorted images. In 

contrast, the latter consists of 189 real signboard images (consisting of 936 characters) 
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including 90 images used in Park11 and an additional 99 real images collected in this research. 

Their texts were already binarized using a method presented in Park [5]. 

We performed two different experiments. First, we applied our method to the first dataset to 

correct the manually generated distortion and calculate the similarity between the revised 

images and the original images. The Dice              (     ) (     )6 was used to 

measure the similarity, where    is the original image and    the revised image by the proposed 

method.  Second, we applied the proposed method to the real signboard images to correct the 

distortion and measured the OCR accuracy before and after the distortion correction, using the 

character recognition method proposed by Park [5]. The recognition rates were measured for 

both the signboard and character. A signboard is recognized correctly when all the characters 

in the signboard were recognized correctly. For the first data set of 1000 images, the proposed 

method shows a similarity from 96.08% to 97.53%, with a standard deviation of 0.37%, 

despite a variety of distortion angles, from 5° to 25° on both the left and right side Fig. 10.  

 

Fig. 10. Example of synthetic dataset. The manually generated original images and the artificially 

distorted images using various angles are shown in the left and middle column; distortion-corrected 

images using the proposed correction method are depicted in the right hand column. 

 

 

Fig. 11. Similarities between the original images and their distortion corrected images of (a) various 

distortion angles and (b) of various numbers of vertical line components within the text. 



2323                                                                Lim et al.: Correction of Signboard Distortion by Vertical Stroke Estimation 

Fig. 11(a) shows the change of similarity as a function of the distortion angle. As can be seen 

from this graph, the similarity degrades, as the distortion angle increases. The degree of 

similarity is proportional to the number of vertical line components, as Fig. 11(b). Fig. 11(b) 

shows the relationship between the number of vertical line components and the similarity. The 

average similarity of the proposed method for all the data set was 97.02%. 

 

Table 1. Comparison of recognition rates before and after distortion correction 

Unit Total No Before correction After correction 

Signboard 189 10(5.3%) 66 (34.9%) 

Character 936 529(56.5%) 734(78.4%) 

 

Table 1 show that the OCR accuracy of the character recognition method proposed by Park 

[5] for the real signboard images in the second dataset and their distortion corrected images. 

The recognition rate for the signboard unit was enhanced from 5.26% to 34.73% after 

correcting the distortion, while that for the character unit was increased from 56.52% to 

78.42%.  

Fig. 12 shows examples of four signboard images with the estimated outline and 

distortion-corrected images obtained by the proposed method. 

 

 

 

 

 
Fig. 12. Examples of the estimated outlines and distortion correction results. Four images in the first 

column show the estimated outlines on the signboard images along with the vertical components 

extracted from the text, and the images in the second column show the distortion-corrected images by 

the proposed method.  

4. Conclusion 

The early studies assume that the document image is long and composed of a number of text 

lines. Thus, this assumption makes it hard to apply the methods directly to the Korean 

signboard images, where only a few characters appear in a single text line. Based on the 

observation of the Korean signboard images, we determined that the vertical lines of 

characters in the Korean signboard images are able to describe the amount of distortion. From 

this observation, we try to find the vertical line components and estimated the trapezoid 

outline of the image using the slopes of the line components. 
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This paper suggests a new method to correct the distortion of the text regions in Korean 

signboard images. The proposed method estimates the trapezoid outline of the text regions by 

analyzing the vertical line components of the characters in the signboard images. We 

performed two experiments with two data sets, manually distorted text images and real 

signboard images collected using smart phones, to evaluate the performance of the proposed 

method. The similarity between the manually distorted images and their revised images was 

97.02% in the Dice coefficient. The recognition rate for the signboard unit was enhanced from 

5.26% to 34.73% after correcting the distortion, while that for the character unit increased 

from 56.52% to 78.42%. These results show that the proposed method effectively corrects the 

distorted text regions in Korean signboard images to improve their recognition.  

Although the results are encouraging, the proposed method has several limitations. First, it 

focuses only on vertical distortion, because the camera viewpoint was limited at the middle 

just below the signboards. We have collected a variety of images from different camera 

viewpoints to diversify the range of distortion. Second, as shown in the experimental results, 

the ability of the distortion correction depends on the number of the characters in the text, 

because the greater the number of characters in a line of text, the greater the number of vertical 

line components we can extract from them. There should be at least two vertical line 

components to estimate the trapezoidal outline of the text. This paper proposes a new method 

to correct the distortion of the text region within signboard images shot by smart phones. 
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