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Abstract 
 

Context-awareness is an essential part of ubiquitous computing, and over the past decade 

video based activity recognition (VAR) has emerged as an important component to identify 

user’s context for automatic service delivery in context-aware applications. The accuracy of 

VAR significantly depends on the performance of the employed human body segmentation 

algorithm. Previous human body segmentation algorithms often engage modeling of the 

human body that normally requires bulky amount of training data and cannot competently 

handle changes over time. Recently, active contours have emerged as a successful 

segmentation technique in still images. In this paper, an active contour model with the 

integration of Chan Vese (CV) energy and Bhattacharya distance functions are adapted for 

automatic human body segmentation using depth cameras for VAR.  The proposed technique 

not only outperforms existing segmentation methods in normal scenarios but it is also more 

robust to noise. Moreover, it is unsupervised, i.e., no prior human body model is needed. The 

performance of the proposed segmentation technique is compared against conventional CV 

Active Contour (AC) model using a depth-camera and obtained much better performance over 

it. 
 

 

Keywords: Human body segmentation, active contour, Bhattacharyya distance, activity 
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1. Introduction 

At the heart of ubiquitous and pervasive computing lies context-awareness. It is the context 

of the user that assists a ubiquitous application in automatic service delivery of the right kind, 

such as making an emergency call to the hospital in case of a fall incident of an elderly 

home-living patient or turning the lights off when a user has left his office. 

Activity recognition is one of the key components in identifying the context of a user for 

providing the services based on the type of ubiquitous applications. For example, in case of 

ubiquitous healthcare applications, recognition of everyday activities could enable such 

systems to watch and learn any changes in daily behavior of an elderly person that might be the 

indicators of developing physical or mental medical conditions. Also, it could help to 

determine the level of independence of elderly people, to understand side effects of medication, 

and to encourage medication adherence [1, 2]. 

Video-based human activity recognition means automatic recognition of physical activities 

of human by a computer using video cameras. The accuracy of such systems depends 

significantly on the performance of human body segmentation. The reason why human body 

segmentation is so critical in such systems is because it defines the image area necessary and 

sufficient for the follow-up modules like feature extraction. In other words, it defines the body 

shapes used for feature extraction, which directly determines the recognition accuracy. 

Research has shown that trying to locate a human body (object and human body are used 

interchangeably at some places) contour purely by running a low level image processing task 

such as canny edge detection is not particularly successful technique because mostly the edges 

are not continuous and serious edges can be present because of noise [3]. 

The objective of this research was to develop an unsupervised automatic AC model for 

human body segmentation from depth images. The proposed AC model is the combination of 

the two energy functions Chan Vese (CV) and Bhattacharya Distance that not only minimizes 

the dissimilarities within the object but also maximizes the distance between the object and the 

background. Compared to the conventional CV AC model for static depth image segmentation, 

the proposed model is not only more accurate in normal scenarios but it is also more robust to 

noise variations. However, like other AC models, when applied to video data where the 

background environment is much more arbitrary, it requires a less relaxed initialization 

scheme, i.e., the initial contour should be close to the object in order to correctly converge. 

When compared against CV AC model for numerous physical activities, such as body bending, 

place humping, one hand waving, two hand waving, clapping and boxing, using a 

depth-camera, the proposed model provided much better results. 

The rest of the paper is organized as follows. Section 2 discusses some related work about 

human body segmentation. The proposed approach is described in detail in section 3. Then the 

segmentation results and discussion is presented in comparison with that of the conventional 

CV AC model and with some state-of-the-art methods in section 4. Finally, the paper is 

concluded with some future directions in section 5. 

2. Related Work 

Human body segmentation is a process that is used to extract the human body shape from 

video frames and generate corresponding images. Mostly, the segmentation methods can be 

categorized into region or boundary-based methods [4]. As for the region-based category, 

several methods have been implemented, such as splitting and merging [5], watershed and 

motion-based segmentations [6, 7], and a primitive method for video object extraction [8]. 

However, the abovementioned approaches produce artifacts due to occlusion. 
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Currently, no one can point out which is the most advantageous solution due to different 

constrictions [9]. The author of [10] used a method based on similarity close measure to 

classify the belonging of the pixel followed by region growing to get the objects. But for 

segmentation, a set of markers was required, and it was also very hard for this method to 

discriminate which part should be segmented if there is an unknown image. To solve the 

abovementioned problem, active contour models were introduced by [11] that tried to move 

the contour towards the object of interest. 

Some boundary-based methods were developed by [12 – 14] that mostly started with initial 

curve and used the gradient information to locate the object boundaries. All the 

aforementioned approaches had limited accuracy, because all the approaches were completely 

dependent on the initial curve that was explicitly defined and initialized by the user manually, 

which must be near the boundary of the desired object to be segmented. Also, if more than two 

objects needed to be segmented, two different contours needed to be initialized, and the user 

had to decide which object needed to be segmented by initializing it near the object. 

The authors of [15 – 17] segmented the human body just by subtracting the empty frame 

from the RGB frame captured by video camera, and then generated the consequent binary 

silhouettes. However, these techniques were not applicable in real world environment, 

because in some situation, if there is no empty frame, it makes it very hard to segment the 

human body by employing these techniques. Due to this limitation, these methods are known 

as heuristic techniques. 

Moreover, even though binary silhouettes have been extensively applied to symbolize a 

variety of body configuration, they sometimes generate ambiguities by representing the same 

silhouette for different postures from different activities. For example, if a person performs 

some hand movement normal to the video camera, different postures can correspond to the 

same silhouettes because of its binary level flat pixel intensity distribution [18]. In such cases, 

binary silhouettes do not seem to be the preferred choice for distinguishing these different 

postures from different activities. 

Fig. 1 shows the RGB, binary and depth frames of hands-up-down, clapping, and boxing 

activities respectively. It is obvious that the binary silhouettes are a poor choice to separate 

these different postures. Unlike binary silhouettes, where there is a flat binary distribution of 

the pixels [18], in depth silhouettes body pixels are distributed based on the distance to the 

camera, making them a superior choice over binary silhouettes. The depth silhouettes can be 

obtained by using the infrared sensor-based depth camera or disparity calculation of the pixels 

in the stereo RGB images captured using a stereo camera [16]. 

Just like RGB-camera based techniques, such as [15 – 17], some of the existing 

depth-based works, such as [18 – 20], segmented the human body from depth just by 

subtracting the empty frame from depth video frame. Due to that reason these methods were 

also known as heuristic techniques. 

Another reason for choosing the depth-camera over RGB-cameras for our work is the fact 

that ubiquitous application that employ video technologies raise privacy concerns since it can 

lead to situations where subjects may not know that their private information is being shared 

and thus become exposed to a threat [23]. Unlike RGB-cameras, depth-cameras only capture 

the depth information and do not reveal the identity of the subject or other sensitive 

information, which makes them a superior choice over RGB-cameras. 
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3. Materials and Methods 

The proposed segmentation model performs two parallel tasks to address two problems: 1) 

minimizing the dissimilarities within an object, and 2) maximizing the distance between the 

two regions (in our case human body and background). 

AC model has attracted much attention in the field of image segmentation that was first 

introduced by Kass et al., [21]. Recently, Chan and Vese proposed in [11] a novel form of AC 

model for segmentation based on level set framework. Unlike other AC models which rely 

much on the gradient of the image as the stopping term and thus have unsatisfactory 

performance in noisy images, the CV AC model does not use the edge information but utilizes 

the difference between the regions inside and outside of the curve, making itself one of the 

most robust and thus widely used techniques for image segmentation such as human body 

segmentation. Its energy function is defined by 

   
2 2

( ) ( )

( ) (5)in out

in c out c

F C I x C dx I x C dx    
 

(1) 

where x ϵ Ω (the image plane) ⊂ R
2
, I:Ω→Z is a certain image feature such as intensity, color, 

or texture, and Cin and Cout are respectively the mean values of image feature inside [in(C)] and 

outside [out(C)] the curve C. Considering image segmentation as a clustering problem, we can 

see that this model forms two segments (clusters) such that the differences within every 

segment are minimized. However, the global minimum of the above energy functional does 

not always guarantee the desirable results. The unsatisfactory result of the CV AC model in 

this case is due to the fact that it is trying to minimize the dissimilarity within each segment but 

does not take into account the distance between different segments. The global minimization 

of the above energy functional does not provide better result when segment is inhomogenous 

as shown in Fig. 2(b). 

As stated earlier, our methodology is to incorporate an evolving term based on the 

Bhattacharyya distance to the CV energy functional that not only minimizes the dissimilarities 

within the object but also maximizes the distance between the two regions. 

(a) (b) (c) 

Fig. 1. Different types of human activities. (a) shows both hands up and down, (b) 

represents hand clapping and (c) indicates boxing activities respectively [18]. It is 

obvious from the figure that the binary silhouettes cannot provide good features 

through which we can discriminate such types of activities, but on the other hand 

depth frames provides best features for recognizing these activities easily. 



2843                                      Siddiqi et al.: Active Contours Level Set Based Still Human Body Segmentation from Depth Images  

Bhattacharyya distance is a method of segmentation based on minimizing error probability 

that employes the concept of distance between probability distributions as the error probability 

criterion because it can be defined and devised easily. Moreover, it measures the similarity of 

two discrete or continuous probability distributions. It is the amount of measure of overlie 

between two statistical samples [22]. 

The proposed energy function is: 

0
( ) ( ) (1 ) ( ) (6)E C F C B C   

 
(2) 

The intuition behind the proposed energy functional is that we seek for a curve which 1) is 

regular (the first two terms) and 2) partitions the image into regions such that the differences 

within each region are minimized (i.e., the F(C) term) and the distance between the two 

regions is maximized (i.e., the B(C) term). 
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with the Bhattacharyya coefficients [22] are given with 

Eq. 3 and 4 
 

 

 

 

 

 

where f1(x) and f2(x) are 

the local fitting functions [22], which depend on the level set function ϕ, and need to be 

updated in each contour evaluation, and H(•) and δ′(•) ≡ H′(•) respectively the Heaviside and 

the Dirac functions [22]. Note that the Bhattacharyya distance is defined by [-log B(C)] and 

the maximization of this distance is equivalent to the minimization of B(C). Note also that to 

be comparable to the F(C) term, B(C) is multiplied by the area of the image because its value is 

always within the interval [0, 1] whereas F(C) is calculated based on the integral over the 

image plane. In general, we can regularize the solution by constraining the length of the curve 

and the area of the region inside it. Therefore, the energy functional is defined by 
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where γ≥0 and η≥0 are constants. 
The level set implementation for the energy functional in Eq. (5) can be derived as. 
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where Ain and Aout are respectively the areas inside and outside the curve C. As a result, the 

proposed model can overcome the CV AC model’s limitation in segmenting inhomogeneous 

objects as shown in Fig. 2(c). 
Thus, the proposed model overcame the limitation of inhomogeneous objects yielding the 

body detector more robust to illumination changes and noise in general. 

 
      

    

*

1 *

K x H x I x
f x

K x H x









 
 
 
   

(3) 

 
      

    

*

2 *
1

K x H x I x
f x

K x H x









 
 
    

(4) 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 7, NO. 11, Nov. 2013                            2844 

Copyright ⓒ 2013 KSII 

 

4. Experimental Results 

In order to evaluate the performance of the proposed technique, we collected various still 

activities, such as bending, place jumping, one hand waving, two hand waving, clapping, and 

boxing, in indoor environment by using depth cameras. During experiments cameras were 

normal to the human subject, i.e., the angle between the camera and the human was 90
o
. Each 

video consisted of several activities, where each activity consisted of several frames and each 

frame was of the size 144 x 180 pixels. 

In the proposed technique, the active contour evolution in a certain frame is performed 

independently of the other frames, meaning that the human body segmentation in video is 

done frame-based. The only exploited information is the final contour obtained in the previous 

frame that is used to determine the initial position of the active contour in the current frame. 

First, an ellipse with major axis along y-axis of length 25 and minor axis along x-axis of 

length 10 was manually selected closer to the object as the initial contour. Then from the 

second frame, the position of the initial contour’s center in the current frame was the mean 

value of the points along the final contour in the previous frame. For example, suppose that 

along the final contour of frame n?n 1) , there are M points  (n) (n)

i ix ,쟹 ,쟧 1?.M . Then, the 

center  (n 1) (n 1)

x yc ,젨c   of the initial contour in frame (n 1)  is calculated as: 

   
M

n 1 n

x i

i 1

1
c x

M





  ;   
M

(n 1) (n)

y i

i 1

1
c 쟹

M





   

As stated earlier, the proposed algorithm not only minimizes the dissimilarities within an 

object, but also maximizes the distance between the two regions (in our case human body and 

background), which helps the model to achieve better performance even in the presence of 

noise. To evaluate this, the salt-pepper image set was created by adding salt and pepper noise 

to the frames. When applied to this set, the proposed algorithm provided accurate results, 

which indicates that it is robust to noise in general, for which we also compared the proposed 

segmentation model with [26] who solved the limitations of CV AC model under the same 

settings. 

The experiments were implemented using Matlab on a PC equipped with 2.5 GHz Dual 

Core Intel processor and 3 GB RAM. There are three parameters that were used in the 

proposed approach. First parameter is  that controls the smoothness of the contour. Smaller  

helps to detect more objects of various sizes, including small points caused by noise. The 

second parameter is , which moves the contour along its normal direction. Increasing  will 

speed up the evolution but may make the contour pass through weak edges. The value of =0 

(c) (b) (a) 

Fig. 2. Sample segmentation of inhomogeneous body-shape object 

using active contours. (a) Initial contour, (b) segmentation result of CV 

AC model, and (c) proposed approach. The CV AC model fails to 

capture the whole body whereas the proposed approach succeeds. 
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was used in all experiments for fair comparison. The third parameter is  which weights the 

constraints of within-object homogeneity and between-object dissimilarity. 

4.1 First Experiment 

In this experiment, the performance of the proposed AC model for human body segmentation 

was compared against that of the CV AC model for two video datasets. The results are 

summarized in Fig. 3 and Fig. 4. Video dataset shown in Fig. 3 consists of a sequence of three 

activities, namely place jumping, bending, and two hand waving (three frames per activity), 

whereas the one in Fig. 4 consists of clapping and boxing (three frames per activity).  

In both of these figures, the first three rows correspond to the segmentation results of the 

proposed segmentation technique, whereas the last three rows provide to the segmentation 

results of the CV AC model for the same video sequence. It is obvious from the Fig. 3 and 4 

that the proposed model worked well with activities like place jumping, bending, two hand 

waving, clapping or boxing. Even with the above mentioned initialization scheme (Section 

(4.1)), the CV AC model still failed to capture the correct object as shown in the last three rows 

of Fig. 3 and 4. 

4.2 Second Experiment 

In this experiment, the performance of the proposed AC model was analyzed in the case of 

noisy data. Fig.3 and Fig. 4 show that the performance of the proposed model is much better 

than that of the CV AC model in normal scenarios because of its better segmentation. As for 

the cases when noise could be present in the video frames, CV AC model cannot segment the 

whole body. However, the proposed approach works well in both cases, which means that 

white noise does not affect its performance. The sample segmentation results for the noisy 

case are shown in Fig. 5, and these results indicate that the proposed segmentation model 

provides better performance in normal as well as in noisy environments. 

4.3 Third Experiment 

In this experiment, the proposed AC model has been compared with some state-of-the-art 

segmentation methdos including [24–27] in order to show the efficacy of the proposed AC 

model.  

The authors of [24] proposed a level set-based method for segmentation; however, in their 

method, they defined a local and global intensity clustering functions for segmentation based 

on neighborhood pixels that may fail on depth images because of variation in intensities, such 

as pixel intensities of the hands in clapping or boxing activities.  

Likewise, the authors of [25] proposed a locally statistical AC model based on the means of 

the Gaussian intensity distributions in the transformed domain by employing a moving 

window. However, moving window affects the entire curve and consumes extra time to invert 

the matrix, which can interfere with fast interactive reshaping of a curve [28].  

Similarly, in [26, 27], the authors proposed a region-based active contour model (level set) 

for segmentation and solved the limitations of CV AC model in noisy environment. However, 

the major limitation of the region-based method is that it cannot provide accurate 

segmentation results due to the intensity inhomogeneity [24].  

In order to solve the limitations of the abovementioned methods, we came up with a new 

segmentation model that not only minimizes the dissimilarities within the object but also 

maximizes the distance between the object (human body) and the background. The 

comparison results are shwon in Fig. 6. It can be seen that proposed model performed better 

than the existing works.   
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Fig. 3. First three rows show the sample segmentation results of the proposed approach showing 

accurate human body segmentation on a video sequence of three activities, namely place jumping, 

bending, and two hand waving, respectively (with  = 0.5,  = 0.4, cpu time = 21.2 s/frame). In each row, 

the red ellipse in the first image shows the final contour in the previous image whose mass center is used 

to adjust the contour in the current frame that is shown in the second image, and the last image indicates 

the segmented human body.  

Whereas the remaining three rows (fourth, fifth, and sixth rows) show the sample segmentation results 

of CV AC model for the same video sequence (with;  = 0.1,  = 1.0, cpu time = 15.31 s/frame). It is 

obvious that the proposed model worked well but the CV AC model failed. 
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Fig. 4. First three rows show the sample segmentation results of the proposed approach on a video 

sequence of two activities, namely clapping and boxing (with;  = 0.4,  = 0.6, cpu time = 30.00 

s/frame).  

Whereas the remaining three rows (fourth, fifth, and sixth rows) show the sample segmentation 

results for the CV AC model for the same video sequence (with  = 1.0,  = 0.6, cpu time = 28.43 

s/frame). It is obvious that the CV AC model failed to capture the body correctly as compared to the 

proposed AC model.  
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Fig. 5. Sample segmentation results for the proposed AC model on the video sequence of 

clapping and boxing (with added noise), and with  = 0.4,  = 0.6, cpu time = 40.23 

s/frame. It is obvious that the proposed model worked well in both noisy and normal 

environments. 
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In this paper, an active contour model is presented for human body segmentation from depth 

images. Compared to the conventional CV AC model and other state-of-the-art methods for 

static image segmentation, the proposed model is not only more accurate but it is also more 

robust to noise. 

Like other AC models, when applied to depth data where the background environment is 

much more arbitrary, it requires a less relaxed initialization scheme, i.e., the initial contour 

Fig. 6. Comparison results on the video sequence of boxing for the proposed AC model 

against some state-of-the-art segmentation methods, i.e., [24] (first row), [25] (second 

row), [26] (third row), [27] (fourth row), and the last row provides the sample 

segmentation results of the proposed AC model. It is obvious that the proposed model 

works well against the existing state-of-the-art methods. 
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should be manually selected close to the object in order to correctly converge. However, 

from that point onwards, unlike CV AC model, the proposed model uses an efficient and 

straightforward way to locate the contour’s position in the next frame, i.e., the mass center 

of points along the final contour (corresponding to the object boundary) in the previous 

frame is used as the center of the initial contour in the current frame. This way works well 

with static activity video where the displacement of object between consecutive frames is 

small. 

Another reason for better performance of the proposed model is the fact that it is based on 

the combination of the CV energy function and the Bhattacharya distance between the density 

functions inside and outside the curve. The subsequent flow examines for a segmentation that 

not only minimizes the dissimilarities within the object but also maximizes the distance 

between the object and the background. The evolution flow of the proposed model is derived 

using level-set framework, making it inherit advantages of a geometric active contour model. 

As shown in Fig. 5, the proposed segmentation technique is less sensitive to noise. This is 

due to the fact the model employs a different value for the parameter  and  in the case of 

noisy data. In order to investigate the sensitivity with respect to  and , we applied the 

proposed AC model on the noisy image data using different values for  and , and found  = 

0.6 and  = 0.4 to be the most optimal values for the case of noisy data. Employing different 

values of  and  for the noisy case works well for the proposed AC model, but not for the CV 

AC model, because a higher  makes the CV AC model incapable to capture the fine-scale 

structure of the object. 

It is also possible to see (see Fig. captions) that the CPU time of the proposed AC model is 

comparable to that of the CV AC model despite the higher computational cost. This is due to 

the fact that the extra evolving term helps to move the curve faster towards convergence. As a 

conclusion, the proposed AC model is a good candidate for unsupervised image segmentation 

where the images are commonly noisy. 
The proposed active contour model is a feasible choice for many applications where the 

number of subjects is limited, such as patient monitoring. However, if there are a large number 

of subjects present in a video frame, individual initial contour will be required for each subject. 

Furthermore, the developed model fails to segment the human body for the dynamic activities 

such as running, walking, jogging. Because, most of these activities consist of motion 

information for which the final contour of the previous frame cannot be moved to the next 

frame in the proposed model. Also, there is a large displacement of object between 

consecutive frames of those videos, making the previous-frame-based initial position in the 

current frame far from the object of interest. Therefore, further research is needed to modify 

the proposed active contour model with the integration of the motion information to segment 

the still as well as dynamic activities from depth. 

Moreover, in the proposed model, we first initialize the initial contour manually that should 

be near to the human body. The proposed model might not work well if the contour is far away 

from the human body. Therefore, further research is also needed to make the proposed 

algorithm automated. Nevertheless, its superior performance against existing methods 

indicates the feasibility of using the proposed segmentation scheme for still body human 

segmentation from depth images. 

5. Conclusion 

The accuracy of video based human activity recognition extensively depends on the 

performance of employed human body segmentation technique. In this paper, an active 

contour model with the integration of the CV energy function and the Bhattacharya distance 
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function is proposed that not only minimizes the dissimilarities within the object but also 

maximizes the distance between the object and the background. The proposed model is more 

robust to noise as compared to conventional CV AC model. However, like other active contour 

models, when applied to depth data where the background atmosphere is much more random, 

it requires a less relaxed initialization scheme, such as the initial contour should be close to the 

flow of the current frame and the mass center of those new objects in order to correctly 

converge. Then this mass center of points along the final contour in the previous frame is used 

as the center of the initial contour in the current frame. By this way the human body segments 

very accurately in static activities where the displacement of object between consecutive 

frames is small. 
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