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PER Analysis for Cooperative Multi-Hop Transmission Protocol 

over Nakagami-m Fading Channels
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Abstract 

In this paper, we propose a novel protocol called a Multi-hop Diversity Transmission protocol in which the retrans-
mission is realized by a relay that is Nearest to a current Source (MDTNS). We derive the mathematical expressions 
of the packet error rate (PER) and the average number of transmissions over Nakagami-m fading channels, and verify 
them by Monte Carlo simulations. The simulation results show that the MDTNS protocol improves the performance 
of the network in terms of PER when compared to the Multi-hop Diversity Transmission protocol in which the re-
transmission is done by a relay that is Nearest to Destination (MDTND) and to the conventional multi-hop trans-
mission (CMT) protocol.
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Ⅰ. Introduction

Cooperative wireless communication [1]～[5] has ga- 

ined much attention as an efficient method for mitigat-

ing the effects of a fading channel. However, most of 

the work related to cooperative communication has been 

developed on single-hop networks. Recently, multihop 

transmission protocols using cooperative diversity [6]～

[8] have been proposed and analyzed. In these protocols, 

the terminals on the primary route are allowed to re-

ceive the signals from previous terminals. However, the 

implementation of these cooperative multi-hop transmi-

ssion protocols is complex and not very feasible in prac-

tice. First, relays have to restore all versions of the re-

ceived data, which can require huge storage capacity. 

Second, although these protocols can significantly en-

hance performance compared with the conventional mul-

ti-hop transmission protocol, the end-to-end delay and 

the power consumption, which are important criteria in 

multi-hop transmission, cannot be reduced. 

The ARQ technique [9] is a method in which the re-

transmission is employed whenever the destination re-

ceives an erroneous packet. Therefore, the reliability is 

enhanced but at a cost of more end-to-end delay. In ad-

dition, in a block fading environment [10], the delay can 

be transformed into a diversity gain, which is a more 

important benefit. 

In this paper, we propose a multihop technique that 

we have named MDTNS, which is embedded with auto-

matic repeat request-based (ARQ) diversity transmission 

to enhance the reliability of data transmission and to re-

duce delay time. We assume that a route between the 

source and the destination is established by the network 

layer and that each relay lying on this route can receive 

the packet from all previous nodes. In the proposed pro-

tocol, a packet is discarded as soon as it is received in-

correctly at each node; thus, the combining techniques 

such as Maximal Ratio Combining or Selection Combin-

ing are not employed at the receiver. In addition, as men-

tioned above, when the destination fails in receipt of the 

packet, the retransmitted packet can be originated from 

a relay that is nearest to the current transmitting node 

and that has successfully decoded. 

The transmission will terminate whenever the destina-

tion can receive the packet without errors. Therefore, the 

proposed protocol can reduce the end-to-end delay due 

to some omitted relays, while it significantly improves 

performance compared with the CMT protocol by em-

ploying diversity transmission. Unlike the MDTNS pro-

tocol, the MDTND protocol, which is also proposed in 

this paper, selects the relay nearest to the destination to 

retransmit the packet to the destination. Although the MD-

ⓒ Copyright The Korean Institute of Electromagnetic Engineering and Science. All Rights Reserved.



JOURNAL OF ELECTROMAGNETIC ENGINEERING AND SCIENCE, VOL. 12, NO. 3, SEP. 2012

190

TND protocol further reduces the transmission time, it 

achieves a lower diversity gain than does the MDTNS 

protocol. As a result, the MDTNS protocol outperforms 

the MDTND protocol at high Signal-to-Noise Ratio va-

lues. The performance of these protocols is evaluated by 

theoretical results and simulation results in Nakagami-m 

fading channels. 

The rest of the paper is organized as follows. The 

system model and the proposed scheme are described in 

Section Ⅱ. In Section Ⅲ, the performance analysis of 

the MDTNS protocol is discussed. In Section Ⅳ, we 

show the simulation results and Section Ⅴ concludes 

the paper.

Ⅱ. System Model  

In Fig. 1, we present an established route that consists 

of nodes 1N , 2N , 3N , … , MN , 1MN + , where 1N  is the 

source, 1MN + is the destination, and relays ( )2iN i M£ £  

are numbered according to their distance to the destina-

tion, with relay 2N  being furthest and relay MN  being 

the nearest.

Consider that the channels between two nodes are sub-

jected to block and flat Nakagami-m fading, in which 

the channel remains unchanged during a packet period, 

but is allowed to change independently from packet to 

packet. The Nakagami-m distribution function proposed 

by Nakagami [11] can model a variety of fading scena- 

rios, including the Rayleigh distribution and one-sided 

Gaussian distribution.

Each node is assumed to have a single half duplex ra-

dio and a single antenna. The symbol received at a re-

ceiver R due to the transmission of a transmitter T for 

packet s is given by

TR TR Ry Ph s h= + (1)
 

where P is the average transmitted power of the trans-

mitter T, s is transmitted packet, Rh  is AWGN noise 

with variance 0N , TRh  captures the block, and flat Na-

kagami-m fading is a channel between nodes T and R.
Therefore, the instantaneous signal-to-noise ratio (SNR) 

of the packet is expressed by 

2
0| | /TR TRP h Ng = (2)

Fig. 1. An M-hop route from the source 1N  to the des-

tination 1MN + .
 

Because TRh  has the Nakagami-m distribution, TRg  

has the following probability density function (PDF):
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where 1/ 2TRm ³ is a parameter describing the fading 

severity of channel between transmitter T and receiver 

R , TRg  is the expected value of TRg , and (.)G  is the 

Gamma function. 
In this paper, for simplicity of analysis, TRm  is as-

sumed to receive an integer value and TRm  is un-

changed for all channels; i.e., TRm m= .

We account for path loss by modeling the expected 

value of the channel coefficient between nodes T and R 

as a function of distance between two nodes [12], as

0

TR TR TR

P
d SNR d

N
b bg - -= =

(4)
 

where b  is called the path loss exponent and varies 

from 2 to 6 on the basis of channel environment, and 

TRd  is the distance between nodes T and R.

2-1 The CMT Protocol

Initially, the source node 1N transmits a packet at-

tached with cyclic redundancy check (CRC) bits. Assu-

me that the CRC-based error detection is perfect. The 

use of the CRC technique imparts two advantages: the 

first is that the CRC codes are sufficiently reliable and 

the second is that the overhead created by CRC is negli-

gible, compared with the number of payload bits. The 

packet is next transmitted sequentially from node iN  to 

node 1iN + ( )2 i M£ £ . If node 1iN +  cannot decode the 

packet correctly, it requests a retransmission from the 

node iN . We should note that, in order to avoid a large 

number of retransmissions, the retransmission time of 

each node should be limited by a threshold value k. This 

means that the packet will be dropped at the i-th hop if 

the k-th retransmission from node iN  fails.  

2-2 The MDTND Protocol

Initially, the source broadcasts the packet to the desti-

nation and all relays. The destination and all the re-  

lays then decode the received packet. If the destination 

decodes correctly, it sends an acknowledge message 

(ACK) to inform the source and all the relays to start 

a new transmission. Otherwise, the destination generates 
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a negative-acknowledge message (NACK) to request a 

retransmission. The relay that is nearest to the destina-

tion and that decodes the packet successfully will then 

become a new transmitter for the destination. Unlike the 

conventional ARQ protocols, in which the source re-

peats the transmission, the retransmission in this proto-

col is originated by the relays. The benefits of retrans-

mission from the relay are: first, that the relay is nearer 

to the destination than the source; hence, the packet is 

relayed to the destination with a higher probability of 

success. Second, the relay channel is dependent on the 

source-destination channel; thus, the retransmission will 

increase the diversity gain. Assume that the retransmi-

ssion is started from node iN  which successfully deco-

des the packet received from the source and is nearest 

to the destination. The destination and all relays between 

node iN  and the destination can then receive and de-

code the packet. If the destination does not decode suc-

cessfully again, it requests a retransmission from relay 

( )1jN i j M< < + , which is nearest to the destination 

and receives the packet successfully. In the case where 

there is no relay jN  that successfully decodes the pack-

et, node iN  will retransmit this packet. Similarly to the 

CMT protocol, we limit the maximum number of re-

transmissions for each node iN  by the threshold value 

k.
In order to realize this protocol, the channel access is 

assumed to be Time Division Multiple Access (TDMA), 

where the nodes cannot simultaneously receive and 

transmit in the same channel. In addition, after receiving 

the NACK message from the destination, the relay near-

est to the destination (i.e., relay MN ) will send a control 

signal to inform the decoding status. If node MN  de-

codes correctly, it will forward the packet to the destina-

tion and the remaining relays will keep silent. Other-

wise, node 1MN - , in turns, sends the control signal and 

it will become the new source if it decodes correctly. 

The above channel access procedure is continued until 

a relay is selected for the retransmission or the trans-

mitting node retransmits the packet, provided that the re-

maining retransmission times of this node are larger 

than zero. 

2-3 The MDTNS Protocol

Unlike the MDTND protocol, the destination in the 

MDTNS will request the relay that is nearest to the 

transmitting node ( )2iN i M£ £ and that decodes the 

packet successfully, in order to retransmit a packet erro-

neously received by the destination. Similarly to the 

MDTND protocol, after receiving the NACK message 

from the destination, the nodes , { 1, 2,..., }jN j i i M= + +  

will sequentially send the control signal to inform the 

decoding status and this procedure is started from node 

1iN + . In the case where no relay jN decodes success-

fully, either node iN will retransmit the packet or the 

packet will be dropped. In addition, with the MDTNS 

protocol, when a relay receives the packet without er-

rors, it will not receive any further packets and will wait 

until it, in turn, transmits this packet to the destination.

Ⅲ. Performance Analysis

We first must introduce some notations used in this 
section. Let 

DT

ijPER  denote the average PER of the 

direct transmission from node i to node j,
CMTk

ijPER
-

, 
MDTNDk

ijPER
-

, and 
MDTNSk

ijPER
-

as the average PER of a 

(j-i)-hop route that uses the CMT protocol, the MDTND 

protocol, and the MDTNS protocol, respectively, to re-

lay a packet from source node i to destination node j, 

provided that each node in these routes is allowed to re-

transmit k times. 

With the instantaneously received SNR ijg , according 

to (2), we have the exact PER when the Forward Error 

Correction (FEC) technique is not used, as

( )DT 1 1 ( )
L

ij ijPER BER g= - - (5)
 

where ( )ijBER g  is the bit error rate when the received 

SNR is ijg  and L is the length of the packet. 
Because this exact expression is very complicated for 

analysis, we use the approximation proposed in [9]:

( )
( )

DT
1 if 0

exp if

ij p

ij ij

ij ij p
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g
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a g g g
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where ( , , )pga g  are found in [9] and the threshold pg  

is set such that ( )exp 1pga g- = . 

Applying the above approximated expression, the 

average PER in the Nakagami-m fading channels can be 

calculated by

 
( )

DT

0

( )
ij ij

ij ijPER PER f dg gg g g
¥

= ò

( ) ( )

,, p
m p

m
m gm m

m

m mm g

g
a gg

gg

g

æ öæ öæ ö
G +ç ÷ç ÷ç ÷

æ ö è øè ø è ø= + ç ÷
G G+è ø (7)

 

where ( ) 1

0
,

y
t xx y e t dtg - -= ò is the lower incomplete gam-

ma function and ( ) 1, t x

y
x y e t dt

¥
- -G = ò  is the upper in-

complete gamma function.
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3-1 The CMT Protocol

In this protocol, the average PER of hop i between 

nodes iN  and 1iN +  is calculated as 

( )
1CMT DT

, 1 , 1

kk

i i i iPER PER
+-

+ +=
(8)

 

Next, we consider the M-hop route, while all of the 

hops are independent. Thus, the end-to-end PER of this 

route can be given as

( )CMT CMT

1, 1 , 1

1

1 1
M

k k

M i i

i

PER PER
- -

+ +

=

= - -Õ
(9)

 
3-2 The MDTND Protocol

The average PER where the source transmits the pack-

et incorrectly to the destination can be calculated re-

cursively as follows:
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1, 1
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where, 
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and        
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In (10), if all relays between the source 1N  and the 

destination 1MN +  cannot successfully receive the packet 

from the source 1N , the source retransmits the packet 

with the number of retransmission decreased by 1. 

Hence, MDTND
1 ( 1)kP- -  represents the average PER of the first 

retransmission of the source and 
MDTND

1 ( 1)kP- -  is calculated re-

cursively, as in (12).

3-3 The MDTNS Protocol

Similar to the MDTND protocol, the end-to-end aver-

age PER for the MDTNS protocol is also calculated re-

cursively by

MDTNS
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where 
MDTNS

1 ( 1)kP- -  is calculated by
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In (13), (14), D is defined as the set of relays cor-

rectly decoding the packet received from the source 1N . 

It is noted that the size of D, say | |D , varies from 1 

to M. Assume that 1 2
{ , ,..., }

nk k kD N N N= with 1 1n nk k k-> > >

1 1...n nk k k-> > > , the probability DQ  is calculated by

( ) ( )1 1

DT DT

, ,1j j

j j

N N N ND
N D N D

Q PER PER
Ï Î

= -Õ Õ
(15)

 

In this protocol, node 1kN will be selected to retrans-

mit the packet to the destination 1MN + . Then, the set of 

nodes that are allowed to decode the packet from node 

1kN is 
1 1{ | , 1}k j jD N N D k j M= Ï < < + . In order to cal-

culate the probability MDTNSk

DPER
- , we consider the three 

following cases.

For the first case, the size of 1kD  is equal to zero, 

and we have

( )
1 1

1

DT MDTNS
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For the second case, in the set 1kD contains at least 

one node, but set D has only one member, i.e., D N=

1
{ }kD N= . In this case, 

MDTNSk

DPER
-

 is calculated as

11

1 1
1 1

11

MDTNS DT
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DT MDTNSMDTNS
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where 1

MDTNS
( 1)k kP - -  is calculated similarly to 

MDTNS
1 ( 1)kP- - , 1D  rep-

resents a set of relays that belong to the set 1kD  and 

successfully decode the received packet from node 1kN . 

In addition, 1DQ , and 
1

MDTNSk

DPER
-

 are calculated similar-

ly to DQ  in (15) and 
MDTNSk

DPER
-

 in (16), respectively.
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For the third case, at least one relay belongs to the 

set 1kD  while the set D has more than one member, i.e., 

| | 2D ³ . In this case, 
1

MDTNS

, M

k

D NPER +

-
 is given as follows

1

MDTNS DT

, 1

k

D k MPER PER
-

+=

1 21 1

11

DT MDTNS MDTNS

, \{ }k

j

k k

k j D N DD
N D D

PER PER Q PER
- -

Î

æ ö
´ +ç ÷
ç ÷
è ø
Õ å

(18)
 

Unlike the second case, when all the nodes in set 1kD  

cannot decode correctly, then the next relay in the set 
D , i.e., 2kN , will retransmit the packet to the desti-

nation. Otherwise, let us denote 1D  as set of the relays 

that belong to the set 1kD and that successfully decode 

the received packet from node 1kN . Now, the set of the 

nodes that successfully decode the received packet either 

from the source 1N  or from relay 1kN  is determined as 

12 1 \ { }kD D D N= È . Also, 1D  and 2D  are random sets 

and the probabilities 1DQ  and 
2

MDTNSk

DPER
-

are determined 

similarly to the above cases.

Ⅳ. Simulation Results

In this section, we provide some numerical results of 

the outage probabilities that have been developed in 

Section Ⅲ and verify them with Monte Carlo simu-

lations. 

In this section, we use the Monte Carlo simulation to 

verify theoretical results. The packet size is 1,080 bits/ 

packet, and the corresponding fixed parameters a , g, 

and pg  are 67.7328, 0.9819, and 6.3281 dB [9]. We as-

sume that the transmit power P is the same for every 

Fig. 2. The end-to-end PER as a function of the SNR with
different values of m.

  

Fig. 3. The end-to-end PER as a function of SNR with the
different number of retransmissions.

  

 

Fig. 4. The end-to-end PER as a function of SNR with 
the different number of hops.

  

 

transmitting node, including the source and all relays. 

Furthermore, we also consider the line network where 

all of the nodes are on the same line and the distance 

between two adjacent nodes is equal to 1 and the path 

loss coefficient equals 4 for all simulations. 

Fig. 2 shows that the theoretical results and simu-

lation results of the end-to-end PER match very well for 

all cases. This simulation is implemented on the 5-hop 

networks without retransmission (k=0) and on different 

fading channels; i.e., Rayleigh fading ( 1m = ) and Na-

kagami-2. At high SNR, the MDTNS protocol obtains 

the best performance compared to the remaining proto-

cols, while the CMT protocol shows the worst perfor-

mance. In addition, the performance of all protocols is 

better if the value of m is increased.
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Fig. 3 shows the theoretical effect of the number of 

allowed retransmission times k on the system perfor-

mance. In this figure, the value of m is fixed by 1 

(Rayleigh fading channel) and the number of hops M is 

set to 3. The figure shows that when the number of re-

transmissions k is increased, all protocols gain higher di-

versity order. Among these, the MDTNS protocol achi-

eves the highest diversity gain, while the MDTND pro-

tocol always has one degree higher than the diversity or-

der of the CMT protocol in the Rayleigh fading channel 

( m =1). This is due to the fact that the MDTNS proto-

col has more relays taking part in the cooperation. 

However, the result is that the MDTNS protocol uses 

more power than does the MDTNS protocol.

In Fig. 4, we present the end-to-end PER of the 

MDTND protocol and the MDTNS protocol at very 

high SNR values in order to determine the diversity or-

der of these two protocols. In this figure, we set the 

number of retransmissions k to 1, the value of m to 2, 

and the number of hops M varies from 3 to 5. The 

MDTND protocol has a diversity order of 6 for all val-

ues of M, while the MDTNS protocol has diversity or-

der of 8, 10, and 12, corresponding to the number of 

hops of 3, 4, and 5.

Ⅴ. Conclusion

In this paper, we propose a novel protocol called a 

multi-hop diversity transmission protocol where the re-

transmission is realized by a relay that is nearest to the 

current source (MDTNS). In the proposed protocol, the 

relay node that is nearest to the source and that decodes 

the source packet correctly will retransmit a packet erro-

neously received by the destination. In order to evaluate 

the performance of the proposed protocol, we derived 

the mathematical expressions to calculate the end-to-end 

PER and the average number of transmissions and then 

we verified the accuracy of the derivation by simulating. 

The simulation results show that the MDTNS protocol 

improves the performance of the system, when com-

pared to the MDTND and CMT protocols at high SNR 

region. Furthermore, our proposal can reduce power 

consumption and shorten the delay from end-to-end due 

to some bypassed relays. 

This work was supported by University of Ulsan, 

School of Excellence in Electrical Engineering.
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