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Abstract 
 

Object detection and tracking using visual sensors is a critical component of surveillance 
systems, which presents many challenges. This paper addresses the enhancement of object 
detection and tracking via the combination of multiple visual sensors. The enhancement 
method we introduce compensates for missed object detection based on the partial detection of 
objects by multiple visual sensors. When one detects an object or more visual sensors, the 
detected object’s local positions transformed into a global object position. Local and global 
information exchange allows a missed local object’s position to recover. However, the 
exchange of the information may degrade the detection and tracking performance by 
incorrectly recovering the local object position, which propagated by false object detection. 
Furthermore, local object positions corresponding to an identical object can transformed into 
nonequivalent global object positions because of detection uncertainty such as shadows or 
other artifacts. We improved the performance by preventing the propagation of false object 
detection. In addition, we present an evaluation method for the final global object position. 
The proposed method analyzed and evaluated using case studies. 
 
 
Keywords: visual sensor, localization, distributed detection system, sensor network, data 
combination, information exchange 
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1. Introduction 

Visual sensor-based surveillance systems are of great interest to a diversity of fields, and 
many researchers have tried to enhance the object detection, tracking, and localization 
performance [1][2][3][4]. In particular, object detection and tracking with a visual sensor is a 
critical component when evaluating a complete surveillance system and is also a challenging 
problem [5][6][7]. Difficulties occur with object detection and tracking because of abrupt 
object motion, variable lighting conditions, the changing appearance of an object and its 
background, non-rigid object structures, object-to-object occlusions, and 
object-to-background occlusions. Many approaches and algorithms have been proposed to 
overcome these problems. To address the lighting problem, [8] combined color and gradient 
features during quasi-illumination invariant background subtraction. [9] applied time-varying 
reflectance images and their corresponding illumination images to a sequence of images, 
which was followed by a normalization process. [10] used a probabilistic method for adaptive 
background subtraction, which produced a stable, real-time tracker that dealt with lighting 
changes reliably. Recently, [11] developed background subtraction algorithms, which 
particularly targeted rapid illumination changes. To address the changing appearance problem, 
[12] adaptively selected object features to discriminate an object from a background more 
effectively. [13] proposed a method with a training phase that learned an object’s geometry 
and appearance using a randomized tree classifier. Recently, [14] proposed a method for 
tracking objects with a changing appearance based on a sparse, local feature-based object 
representation. In this context, a dynamic model was proposed to evolve a feature graph that 
was dependent on the appearance and structure changes by adding new stable features, as well 
as removing inactive features. To address the occlusion problem, [15] predicted occlusion by 
searching for the pairwise overlapping of bounding boxes in the predicted positions. [16] 
produced an occlusion map, where potentially occluding pixels were detected if they were part 
of the reference image. Recently, [17] developed a method that generated a probability density 
function for the depth of a scene at each pixel using a training set of detected blobs. 
Furthermore, to represent object characteristics more accurately, [1] used a library containing 
a set of counterexamples, while [2] and [3] used a more detailed construction that 
corresponded to an object. 

However, single visual sensor-based object detection/tracking still has limitations with 
complex scenes such as underground stations and malls. [18] presented a comprehensive 
survey of object detection based on an object’s motion and behavior. It has been suggested that 
the most promising and practical method for overcoming the shortcomings of visual 
sensor-based surveillance systems is to use multiple visual sensors. Multiple visual 
sensor-based object detection and tracking can be conducted as follow. If an object is present, 
information about the object and its position is generated locally by each visual sensor, before 
the local information is combined at a global information center. Based on information derived 
from multiple local visual sensors, which can be inconsistent among the local visual sensors, 
the global information center makes a single global decision about the existence of an object 
and it continues to track the object when it is detected. The advantage of using multiple visual 
sensors is that when an object is detected and tracked by one or more visual sensors, a missing 
local object position can be recovered by the global information center based on the detection 
of one or a few objects using local visual sensor(s). An object can also be tracked by a visual 
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sensor that did not detect it originally, because it can be recovered from the global information 
center. 

The combination of a diverse range of local information, however, does not always provide a 
better performance. This is because the combination of incorrect information by the global 
information center may degrade the performance by propagating the detection of a false object. 
For example, when some visual sensors falsely detect an object, the falsely detected object’s 
position is propagated to other non-detecting visual sensors. Furthermore, a detected local 
object’s position has uncertainty, even if it represents a true identical object. In an outdoor 
environment, for example, a change detection algorithm may detect an object together with its 
shadow [19]. The local object positions corresponding to an identical object are then 
transformed into nonequivalent global object positions. The nonequivalent global object 
positions may be recognized as multiple objects. 

In this paper, we propose a method for combining local information from multiple visual 
sensors. Initially, we formulate a true/false decision problem for object detection and we 
present an optimal decision fusion method, which uses quality information for each local 
visual sensor. The use of quality information can minimize the propagation of falsely detected 
objects. The global object position identified by the global information center is also 
transferred to all the local visual sensors, and each visual sensor can track the object better 
based on the global object position. Thus, the global information center tracks the detected 
object based on the weighted sum of the local positions reported by the visual sensors. The 
main concept is the exchange of local and global information between local visual sensors and 
the generation of quality information from local visual sensors. 

The remainder of this paper is organized as follow. In Section 2, we introduce an application 
of object detection enhancement based on multiple sensors and the focal problems are 
described. In Section 3, we focus on a case where local information from multiple visual 
sensors is transferred to the global decision fusion center and the global decision is made based 
only on local information without information exchange. Local and global information 
exchange is discussed in Section 4, as well as the performance analysis. Finally, our 
conclusions are summarized in Section 5. 

2. System Model 

2.1 Application 

Fig. 1 shows a model of an application for the enhancement of object detection, where 
multiple visual sensors share an overlapping viewable range. If a visual sensor detects an 
object, e.g., visual sensor 1, the local information detected is transformed into a global 
coordinate at the global position fusion center. The global coordinate is then re-transformed 
into local information for all the visual sensors and any missing object detections can be 
recovered, i.e., by visual sensors 2 and 3 in the example. Thus, local object tracking by visual 
sensors 2 and 3 can improve improve the overall object tracking performance, even if visual 
sensors 2 and 3 do not participate in tracking the object. 

2.2 Problem Description 

Denote ܸ௝  as the j-th visual sensor, where ݆ ൌ 1, 2,൉൉൉, ܬ , where ܬ  is the number of visual 
sensors. If an object is detected by V୨, we denote the local position (information) of the 

detected object viewed by ܸ௝ as ܔ୨ሺ݊ሻ ൌ 	 ൫݈௫
௝ሺ݊ሻ, ݈௬

௝ ሺ݊ሻ൯, where n is the discrete-time index. 
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The local object position ܔ௝ሺ݊ሻ is transformed into a global object position in the global 

coordinates, which is denoted as ܏௝ሺ݊ሻ ൌ 	 ൫݃௫
௝ሺ݊ሻ, ݃௬

௝ሺ݊ሻ൯. A perspective model is used for 
the surveillance system [20] during this local to global transformation. The global object 
position ܏୨ሺ݊ሻ of object j at time index n, can be re-transformed into the local object position, 

which is denoted as ܔሚ௝ሺ݊ሻ or ቀ	ሚ݈௫
୨ ሺnሻ, ሚ݈௬

୨ ሺ݊ሻቁ. The local-global-local transformation using 

multiple visual sensors allows any missed local object position ܔ୨ሺ݊ሻ to be recovered by ܔሚ௝ሺ݊ሻ, 
provided at least one visual sensor detects an object. 

 

 
 

Fig.  1. Application model for the enhancement of an object’s detection and tracking. 
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Fig.  2. If ܄૚ detects an object but ܄૛ and ܄૜ do not detect an object, ܔሚ૛ሺܖሻ and ܔሚ૜ሺܖሻ are recovered 
based on the global information. 

 

 

Fig.  3. False object detection propagation during local and global information exchange. 
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Local and global information exchange can support missed detection recovery, but there is a 
risk of increased false detection propagated by a false local object position. Fig. 2 shows that 
ܸଵ detects an object, whereas ܸଶ and ܸଷ do not. Therefore, the only detected local object 
position ܔଵሺ݊ሻ   is transformed into ܏ଵሺ݊ሻ , which is re-transformed into the local object 
positions ܔሚଵሺnሻ,  ሚଷሺnሻ. Given the condition that an object is present, the missedܔ ሚଶሺnሻ andܔ
object detections by ܸଶ  and ܸଷ  are recovered using ܔሚଶሺnሻ  and ܔሚଷሺnሻ . However, when no 
actual object (i.e. lଵሺ݊ሻ  is obtained from a false detection), ܔሚଶሺnሻ  and ܔሚଷሺnሻ  are falsely 
(unnecessarily) recovered. Thus, the information exchange increases the number of false 
objects detected as shown in Fig. 3. We also need to consider minimizing the propagation of 
false object detection. 

If multiple visual sensors simultaneously detect an object, nonequivalent global object 
positions can be obtained, as shown in Fig. 4. More specifically, the local object positions, 
௝ሺ݊ሻܔ 's, corresponding to a single object are transformed differently due to detection 
uncertainty (i.e., ܔଵሺ݊ሻ and ܔଷሺ݊ሻ are transformed into ܏ଵሺ݊ሻ and ܏ଷሺ݊ሻ). Thus, a false local 
object position such as ܔଶሺ݊ሻ, increases the confusion by finding a final global object position. 
Therefore, the final global object position denoted as ܏ሺ݊ሻ  or ൫݃௫ሺ݊ሻ, ݃௬ሺ݊ሻ൯  should be 
evaluated based on ܏௝ሺ݊ሻ for all ܸ௝’s that detect an object. This can be considered as an 
assignment problem given that some local object positions represent a true object whereas the 
others represent a false object. Furthermore, although ܔ௜ሺ݊ሻ and ܔ௝ሺ݊ሻ represent an identical 
true object, ܏௜ሺ݊ሻ and ܏௝ሺ݊ሻ do not necessarily coincide for ݅ ് ݆. 

Throughout this paper, we minimize the false detection based on the recovery of incorrect 
local object position by filtering out the false detection. In addition, we find a single global 
object position given a mixture of true and/or false detections, so the local object positions 
 ௝ሺ݊ሻ. We make useܔ ሚ௝ሺ݊ሻ are enhanced in comparison with the original local object positionsܔ
of the quality information during detection, where each visual sensor's coordinates are 
considered to have a confidence level, such that a global coordinate with a higher confidence 
level is attributed a higher emphasis. Note that in the rest of this paper, exchangeability refers 

to each local and global object position such as ܔ௝ሺ݊ሻ  or ሺ݈௫
௝ሺ݊ሻ, ݈௬

௝ ሺ݊ሻሻ ௝ሺ݊ሻܔ ,  or 

ሺሚ݈௫
௝ሺ݊ሻ, ሚ݈௬

௝ ሺ݊ሻሻ, ܏௝ሺ݊ሻ or ሺ݃௫
௝ሺ݊ሻ, ݃௬

௝ሺ݊ሻሻ, and ܏ሺ݊ሻ or ሺ݃௫ሺ݊ሻ, ݃௬ሺ݊ሻሻ. 
 

 
Fig.  4. Illustration of local and global information exchange based on a mixture of true and/or false 

object detection with nonequivalent local to global transformation. 
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3. Theory of Global Decisions based on Local Information 

3.1 Binary Decision Problem based on Binary Local Information 

Fig. 5 shows the distributed detection system and the decision fusion center, where 
information from local visual sensors is fused to make a global decision. For an object, all 
signal processing is conducted locally at each sensor ܸ௝ and  each local decision is available as 
௝ܧ ௝, whereܧ ∈ ሼ0,1ሽ for ݆ ൌ 1,2, ⋯, ܬ. More specifically, a binary hypothesis testing problem 
is formulated as  

 ,	ݐ݊݁ݏ݁ݎ݌		ݏ݅		ݐ݆ܾܿ݁݋		݊ܽ	:ଵܪ   and  	ݐ݊݁ݏܾܽ		ݏ݅		ݐ݆ܾܿ݁݋		݊ܽ	:଴ܪ

while ܧ௝ is the local decision described as follow, 

௝ܧ ൌ ௝ܧ  and	௝ܸ		ݕܾ		݀݁ݎ݈ܽܿ݁݀		ݏ݅		଴ܪ		݂݅					0 ൌ  .	௝ܸ		ݕܾ		݀݁ݎ݈ܽܿ݁݀		ݏ݅		ଵܪ		݂݅					1

The apriori probabilities of the two hypotheses are denoted as ܲሺܪ଴ሻ ൌ ଴ܲ and ܲሺܪଵሻ ൌ ଵܲ. 
We assume that ܬ  observations from ܬ  sensors are conditionally independent, where the 
conditional probability is denoted by ܲሺܧ௝|ܪሻ. More specifically, ܲሺܧ௝ ൌ  ଵሻ representܪ|0
the probability that an object is missed, while ܲሺܧ௝ ൌ  ଴ሻ represents the probability that aܪ|1
false source is detected. In addition, ܲሺܧ௝ ൌ  ଵሻ represents the probability that an object isܪ|1
detected when there is actually an object, while ܲሺܧ௝ ൌ  ଴ሻ represents the probability that aܪ|0

false source is not detected. We denote the false and missing detection probabilities as ெܲ
௝  and 

ிܲ
௝, where the probabilities are equivalent to the following conditional probabilities: 

ெܲ
௝ ൌ ܲሺܧ௝ ൌ 			݀݊ܽ			ଵሻܪ|0 ிܲ

௝ ൌ ܲሺܧ௝ ൌ  ଴ሻ.                            (1)ܪ|1

After processing the source detections locally, a global decision is available in the decision 
fusion center as ܧ by collecting all ܧ௝ 's, where ܧ ∈ ሼ0,1ሽ. The global decision ܧ is decided 
from ܦሺܧଵ, ⋯,ଶܧ , ܧ ௃ሻ whereܧ ൌ 0ሺ1ሻ if ܪ଴ሺܪଵሻ is declared in the decision fusion center. 
The optimal decision rule begins with the maximum a posteriori probability (MAP) decision 
rule, which is equivalent to a minimum probability error (MPE) decision rule. The 
corresponding likelihood ratio test (LRT) is formulated as  

,ଵܧሺܦ ⋯,ଶܧ , ௃ሻܧ ൌ
௉൫ாభ,ாమ,⋯,ா಻หுభ൯

௉ሺாభ,ாమ,⋯,ா಻หுబሻ

ܧ ൌ 1
			≷
ܧ ൌ 0

௉బ
௉భ
		.                                        (2) 

Based on this specification, the optimal decision fusion rule is that shown in (3) from [21], 
when only binary decisions from local sensors are available. 

,ଵܧሺܦ ⋯,ଶܧ , ௃ሻܧ ൌ log
௉భ
௉బ
൅ ∑ 	ௌಶು

log
ଵି௉ಾ

ೕ

௉ಷ
ೕ െ ∑ 	ௌಶಿ

log
ଵି௉ಷ

ೕ

௉ಾ
ೕ

ܧ ൌ 1
				≷
ܧ ൌ 0

0,                 (3) 

where ܵாು  is the set of all ݆ such that ܧ௝ ൌ 1 and ܵாಿ  is the set of all ݆ where ܧ௝ ൌ 0. Given 
the following conditional probabilities 
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ெܲ ≃ ெܲ
௝ ≃ ெܲ

௜ 	ܽ݊݀	 ிܲ ≃ ிܲ
௝ ≃ ிܲ

௜ , ݅	݁ݎ݄݁ݓ ് ݆, ݅, ݆ ൌ 1, . . .  (4)                      ,ܬ

the optimal decision is simplified as  

ܧ ≃ ,ଵܧሺܦ . . . , ௃ሻܧ ≃ log
௉భ
௉బ
൅ ܰሺܵாುሻ ⋅ log

ଵି௉ಾ
௉ಷ

െ ܰሺܵாಿሻ ⋅ log
ଵି௉ಷ
௉ಾ

,                  (5) 

where ܰሺܵாುሻ is the element number of a set ܵாು  while ܰሺܵாಿሻ is the element number of a set 
ܵாಿ . In addition, when ெܲ is approximately equal to ிܲ , the optimal decision is  

ܧ ≃ ,ଵܧሺܦ . . . , ௃ሻܧ ≃ log
௉భ
௉బ
൅ ൫ܰሺܵாభሻ െ ܰሺܵாబሻ൯ ⋅ log

ଵି௉ಾ
௉ಷ

.                       (6) 

Note that an implication of (4) is that identical performances are derived from the individual 
sensors and, given that assumption, it is natural that the global decision is based on the number 
of sensors that declare an object’s detection. 

 

 
 

Fig.  5. Distributed detection system with a decision fusion center. 

3.2 Binary Decision Problem based on Quality Local Information 

In a case where the local visual sensors only report their binary decisions, the decision is 
mainly dependent on the difference between ܰሺܵாುሻ and ܰሺܵாಿሻ, if the performance of the 
multiple sensors is identical. If ܰሺܵாುሻ ൐ ܰሺܵாಿሻ, the decision fusion center is biased into 
making a decision, ܧ ൌ 1, regardless of how the information quality corresponding to each 
local decision ܧ௝, where ݆ ∈ ܵாು , is degraded. Similarly, if ܰሺܵாಿሻ ൐ ܰሺܵாುሻ, the decision 
fusion center is biased to make the opposite decision, ܧ ൌ 0, regardless of whether the quality 
information corresponding to each local decision ܧ௝, where ݆ ∈ ܵாು , is enough to indicate the 
existence of an object. The overall decision can be improved if each visual sensor reports the 
local decision and its confidence level to the decision fusion center, or the confidence levels of 
each visual sensor are computed by the decision fusion center. 

The confidence level of the decision, the quality information, indicates the degree of 
confidence when ܧ௝ ൌ 1, which is denoted by ܹ௝, where ݆ ∈ ܵாು  and 0 ൑ ܹ௝ ൑ 1. Note that 
ܹ௝ does not exist when ܧ௝ ൌ 0. When ܹ௝ is close to zero, ܧ௝ has less confidence. However, 
when ܹ௝ is close to one, ܧ௝ has more confidence. Fig. 6 shows two possible optimal decision 
flows, which are classified based on the quality information availability. Fig. 6(a) shows that 
each sensor makes a local decision, before evaluating the corresponding quality information 
together. However, Fig. 6(b) shows that each sensor makes a local decision only, while the 
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quality evaluator supports the quality information.  
 

(a) (b) 

Fig.  6. Distributed detection system using an information fusion center. 

If we suppose that the quality information ܹ௝ , ݆  ൌ  1,2,⋯ , ܬ , is available, an optimum 
decision can also be made also using the MAP rule as follows: 

ܲሺܪଵ|ܧଵ, . . . , ,௃,ܹଵܧ . . . ,ܹ௃ሻ
ଵܪ
≷
଴ܪ
ܲሺܪ଴|ܧଵ, . . . , ,௃,ܹଵܧ . . . ,ܹ௃ሻ,                  (7) 

where ܹ௝  indicates the degree of confidence for ܧ௝ ൌ 1, where ܧ௝  is weighted by each 
corresponding quality information ܹ௝ as follows: 

ܲሺܪଵ|ܧଵ ⋅ ܹଵ, . . . , ௃ܧ ⋅ ܹ௃ሻ
ଵܪ
≷
଴ܪ
ܲሺܪ଴|ܧଵ ⋅ ܹଵ, . . . , ௃ܧ ⋅ ܹ௃ሻ.                      (8) 

Based on Bayes’ rule, the LRT is described as follow: 

௉ሺாభ⋅ௐభ,...,ா಻⋅ௐ಻|ுభሻ

௉ሺாభ⋅ௐభ,...,ா಻⋅ௐ಻|ுబሻ
ൌ ቐ

൐
௉బ
௉భ
⇒ ܧ ൌ 1

൏
௉బ
௉భ
⇒ ܧ ൌ 0.

                                           (9) 

For simplicity, we denote ܧ௝ ⋅ ܹ௝  by ܧ௪
௝ , and the collection of the quality information 

ሼܧ௪ଵ , . . . , ௪ܧ
௃ ሽ by ܧ௪

ଵ:௃, while the left-hand side of (10) is simplified and decomposed as  

௉ሺாೢ
భ:಻|ுభሻ

௉ሺாೢ
భ:಻|ுబሻ

ൌ ∏ 	ௌಶಿ

௉ሺாೢ
ೕ |ுభሻ

௉ሺாೢ
ೕ |ுబሻᇣᇧᇧᇧᇤᇧᇧᇧᇥ

஺

⋅ ∏ 	ௌಶು

௉ሺாೢ
ೕ |ுభሻ

௉ሺாೢ
ೕ |ுబሻᇣᇧᇧᇧᇤᇧᇧᇧᇥ

஻

  ,                                   (10) 

where A only relates to ܧ௝ given the condition ܧ௝ ൌ 0, while B relates to both ܧ௝ and ܹ௝ 
given the condition ܧ௝ ൌ 1. Thus, the A for (11) is  

∏ 	ௌಶబ

௉ሺாೢ
ೕ |ுభሻ

௉ሺாೢ
ೕ |ுబሻ

ൌ ∏ 	ௌಶబ

௉ሺாೕୀ଴|ுభሻ

௉ሺாೕୀ଴|ுబሻ
ൌ ∏ 	ௌಶబ

௉ಾ
ೕ

ଵି௉ಷ
ೕ
,

                                 (11) 

 while B for (11) is  
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∏ 	ௌಶభ

௉ሺாೢ
ೕ |ுభሻ

௉ሺாೢ
ೕ |ுబሻ

ൌ ∏ 	ௌಶభ

௉ሺாೕୀଵ|ுభሻ⋅ௐೕ

௉ሺாೕୀଵ|ுబሻ⋅ሺଵିௐೕሻ
ൌ ∏ 	ௌಶభ

ቀଵି௉ಷ
ೕቁ⋅ௐೕ

௉ಷ
ೕ⋅൫ଵିௐೕ൯

.

                          (12) 

By substituting (12) and (13) and into (11), the log-LRT is 

logܦሺܧ௪
ଵ:௃ሻ ൌ log

௉భ
௉బ
െ ∑ 	ௌಶబ

log
ଵି௉ಷ

ೕ

௉ಾ
ೕ ൅ ∑ 	ௌಶು

log
ଵି௉ಷ

ೕ

௉ಷ
ೕ ൅ ∑ 	ௌಶು

log
ௐೕ

ଵିௐೕ ൌ ቄ൐ 0 ⇒ ܧ ൌ 1
൏ 0 ⇒ ܧ ൌ 0.

(13) 

By considering the quality information ܹ௝ corresponding to the local decision ܧ௝, we reduce 
the decision bias as to the difference between ܰሺܵாುሻ and ܰሺܵாಿሻ. 

3.3 Data Combination Problem based on Quality Local Information 

We focus on making a better decision for ܧ using the quality information ܹ௝. However, the 
apriori probabilities of the two hypotheses, ଵܲ and ଴ܲ, remain unsolved in (16). Furthermore, 
we should consider evaluating the global object position ܏  to support missing detection 
recovery, as shown in Fig. 1. Thus, ܏ is transformed into ܔሚ௝ , i.e., the missing detection 
recovery. However, based on multiple visual sensors, the multiple detected local object 
positions ܔ௝  are transformed into multiple nonequivalent global object positions ܏௝ , ݆ ∈
ܰሺܵாುሻ. Note that ܔ௝, where ݆ ∈ ܵாಿ , does not exist. 
 

 
Fig.  7. Distributed detection system based on the data fusion center. 

Fig. 7 shows that each collected and transformed global object position ܏௝, where ݆ ∈ ܵாು , is 
combined to produce the final result, ܏, using the data fusion center. The role of the data fusion 
center is to find ܏ among ܏௝’s based on the quality information ܹ௝ as  

܏ ൌ ܷሺ܏ଵ:௃,ܹଵ:௃ሻ,                                                     (14) 

where ܏ଵ:௃ represents the set ሼ܏ଵ, . . . , ,௝܏ . . . ݆ ,௃ሽ܏ ∈ ܵாು . The final result, ܏, is obtained by 
weighting the quality information ܹ௝ on ܏௝, as follow: 

܏ ൌ ܷሺ܏ଵ:௃,ܹଵ:௃ሻ ൌ
∑ 	ೕ∈ೄಶು

ௐೕ⋅܏ೕ

∑ 	ೖ∈ೄಶು
ௐೖ

.

                                           (15) 
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4. Local and Global Information Exchange Algorithm 

In order to obtain the quality information, we first define a global object state ܏ොሺ݊ሻ as  

ොሺ݊ሻ܏ ൌ ൣ ො݃௫ሺ݊ሻ ො݃௩௫ሺ݊ሻ ො݃௬ሺ݊ሻ ො݃௩௬ሺ݊ሻ൧
்

                                     (16) 

where ൣ ො݃௫ሺ݊ሻ ො݃௬ሺ݊ሻ൧ and ൣ ො݃௩௫ሺ݊ሻ ො݃௩௬ሺ݊ሻ൧ are the true global object positions and velocities at 
time ݊. Given the global object state ො݃ሺ݊ሻ at a discrete time instant ݊ ∈ ሼ1,2,⋯ ሽ, this evolves 
according to  

ොሺ݊ሻ܏ ൌ ۴ሺ݊ െ 1ሻ ⋅ ොሺ݊܏ െ 1ሻ ൅  (17)                                         ۿ

where ۿ includes the Gaussian noise for an object position described as  

ۿ ൌ ሾܰሺ0, ଶሻߪ 0 ܰሺ0, ଶሻߪ 0ሿ்                                       (18) 

where ۴ሺ݊ െ 1ሻ  is a dynamic transition function for ܏ොሺ݊ െ 1ሻ . More dynamic transition 
functions are introduced in [22]. 

From the perspective of Bayesian estimation, the posterior probability density function (PDF) 
for ܏ሺ݊ሻ is estimated by propagating the PDF over time [1]:  

:ሺ݊ሻ|ܼሺ1܏ሺ݌ ݊ሻሻ ∝ ሺ݊ሻሻ܏|ሺܼሺ݊ሻ݌ ⋅ :ሺ݊ሻ|ܼሺ1܏ሺ݌ ݊ െ 1ሻሻ,                     (19) 

where ܼሺ݊ሻ  represents a measurement at time ݊ , and ܼሺ1: ݊ሻ  represents the history of 
measurements up to time ݊. Note that we use the time notation ݊ in this section. Generally, the 
measurement term depends on the type of sensor and the application (i.e., TDE, signal strength 
and/or bearings from acoustic sensors [24][25][26]). In this paper, the measurement ܼሺ݊ሻ is 
replaced by ܏തሺ݊ሻ, which is obtained as 

തሺ݊ሻ܏ ൌ ۴ሺ݊ െ 1ሻ ⋅ ሺ݊܏ െ 1ሻ,                                            (20) 

where ܏ሺ݊ െ 1ሻ  is the final global object state at time ݊ െ 1 , and ܏തሺ݊ሻ  represents 

ൣ݃̅௫ሺ݊ሻ݃̅௩௫ሺ݊ሻ݃̅௬ሺ݊ሻ݃̅௩௬ሺ݊ሻ൧
்

. Given that an object follows the dynamic model ۴ሺ݊ െ 1ሻ, the 
weight ݓ௝ሺ݊ሻ corresponding to ܏௝ሺ݊ሻ is evaluated when ܏௝ሺ݊ሻ is close to ܏തሺ݊ሻ as   
 

௝ሺ݊ሻݓ  ൌ exp ቆെቊ
ሺ௚ೣ

ೕሺ௡ሻି௚തೣሺ௡ሻሻమ

ଶఙమ
൅

ሺ௚೤
ೕ ሺ௡ሻି௚ത೤ሺ௡ሻሻమ

ଶఙమ
ቋቇ,                               (21) 

 
where ݓ௝ሺ݊ሻ is obtained based on the 2-D Gaussian distribution function, which denotes the 
probability that an object corresponding to ܏௝ሺ݊ሻ  and ܔ௝ሺ݊ሻห  follow the dynamic model 
۴ሺ݊ െ 1ሻ. Given that an object moves according to a given dynamic model, ݓ௝ሺ݊ሻ represents 
the quality information for ܏௝ሺ݊ሻ and ܔ௝ሺ݊ሻ: ܹ௝ሺ݊ሻ ൌ  .௝ሺ݊ሻݓ

The associated set ሼ܏௝ሺ݊ሻ, :തሺ1܏|ሺ݊ሻ܏ሺ݌ ௝ሺ݊ሻሽ approximates the posterior pdfݓ ݊ሻሻ as [1]  
 

:തሺ1܏ሺ݊ሻห܏൫݌ ݊ሻ൯; ∑ 	
ே൫ௌಶభ൯
௝ୀଵ

௪ೕሺ௡ሻ

∑ 	
ಿቀೄಶభቁ

ೖసభ ௪ೖሺ௡ሻ
⋅ ߜ ቀ܏തሺ݊ሻ െ  ௝ሺ݊ሻቁ.                    (22)܏
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Fig.  8. Illustration of the overall collaborative data flow for the object detection enhancement. 
Each component of ܏௝ሺ݊ሻ is weighted and averaged for the final global object state ܏ሺ݊ሻ, 
which is based on a probability data association method (PDA) [23]. Thus, ݃௫

௝ሺ݊ሻ and ݃௬
௝ሺ݊ሻ 

contribute to the final global object position for each corresponding ݓ௝ሺ݊ሻ as  
 

 ݃௫ሺ݊ሻ ൌ
∑ 	ೄಶభ

௚ೣ
ೕሺ௡ሻ௪ೕሺ௡ሻ

∑ 	ೄಶభ
௪ೕሺ௡ሻ

, ݃௬ሺ݊ሻ ൌ
∑ 	ೄಶభ

௚೤
ೕ ሺ௡ሻ௪ೕሺ௡ሻ

∑ 	ೄಶభ
௪ೕሺ௡ሻ

.                                  (23) 

 
When the final global object position ሺ݃௫ሺ݊ሻ, ݃௬ሺ݊ሻሻ is obtained, the position is evaluated, 
where ሺ݃௫ሺ݊ሻ, ݃௬ሺ݊ሻሻ is close to ሺ݃̅௫ሺ݊ሻ, ݃̅௬ሺ݊ሻሻ as  
 

ሺ݊ሻݓ ൌ exp ቀെ ቄ
ሺ௚ೣሺ௡ሻି௚തೣሺ௡ሻሻమ

ଶఙమ
൅

ሺ௚೤ሺ௡ሻି௚ത೤ሺ௡ሻሻమ

ଶఙమ
ቅቁ.                                  (24) 

 
The evaluated ݓሺ݊ሻ also denotes the probability that an object follows the dynamic model 
۴ሺ݊ െ 1ሻ. If ݓሺ݊ሻ is close to zero, the object is totally deviated from the position based on the 
dynamic model. However, if ݓሺ݊ሻ is close to one, the object follows the dynamic model 
completely. Given a condition where an object moves according to a dynamic model, ݓሺ݊ሻ 
represents the apriori probability ଵܲሺ݊ሻ. Thus, the apriori probabilities are 

ଵܲሺ݊ሻ ൌ 			݀݊ܽ			ሺ݊ሻݓ ଴ܲሺ݊ሻ ൌ 1 െ  ሺ݊ሻ.                                  (25)ݓ

The decision/data flow for object detection enhancement is summarized in Fig. 8. When the 
global information center collects the detected local object positions l௝ሺ݊ሻ , each 
corresponding ݓ௝ሺ݊ሻ  and the apriori probabilities, ଴ܲሺ݊ሻ  and ଵܲሺ݊ሻ , are obtained given 

ሺ݃̅௫ሺ݊ሻ, ݃̅௬ሺ݊ሻሻ and ሺ݃௫
௝ሺ݊ሻ, ݃௬

௝ሺ݊ሻሻ. The evaluated probabilities for ܹ௝ሺ݊ሻ, ଴ܲሺ݊ሻ and ଵܲሺ݊ሻ, 
are delivered to the decision center, where ܧሺ݊ሻ is declared. If ܧሺ݊ሻ ൌ 1, the final estimated 

global object position ሺ݃௫ሺ݊ሻ, ݃௬ሺ݊ሻሻ is transformed into local object positions ሺሚ݈௫
௝ሺ݊ሻ, ሚ݈௬

௝ ሺ݊ሻሻ 
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for all visual sensors ܸ௝ . Simultaneously, ݃௩௫ሺ݊ሻ  and ݃௩௬ሺ݊ሻ  are derived from 
ሺ݃௫ሺ݊ሻ, ݃௬ሺ݊ሻሻ  and ሺ݃௫ሺ݊ െ 1ሻ, ݃௬ሺ݊ െ 1ሻሻ , while the global object state gሺ݊ሻis applied 
recursively for ሺ݃̅௫ሺ݊ ൅ 1ሻ, ݃̅௬ሺ݊ ൅ 1ሻሻ at the time ݊ ൅ 1 in (20). If ܧሺ݊ሻ ൌ 0, however, the 

global object position ሺ݃௫ሺ݊ሻ, ݃௬ሺ݊ሻሻ and all detected local object positions ሺ݈௫
௝ሺ݊ሻ, ݈௬

௝ ሺ݊ሻሻ 
are eliminated. 

5. Simulation and Experiments 

5.1 Simulation Results 

We investigated our proposed combined system using three visual sensors for each different 
scenario, i.e., the occlusion problem, shadow problem, and false detection problem. To 

achieve object detection enhancement, we assume that ெܲ
௝ ൌ ிܲ

௝ ൌ 0.2  and ܹ௝ሺ݊ሻ  is 
investigated with the Gaussian variance ߪଶ ൌ 1. 
 

Fig.  9. Original and enhanced detection (case 1). 
 

 
(a) Original detection 

 

(b) Global map: ሺ ෤݃௫ሺ݊ሻ, ෤݃௬ሺ݊ሻ ൌ ሺ5.0, 5.0ሻ 
 

 
(c) Enhanced detection 
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In Fig. 9(a), visual sensor 1 did not detect an object due to an occlusion whereas the other two 
visual sensors correctly detected the object. Both detected local object positions were 
transformed into the global object position candidates as ܏ଶሺ݊ሻ ൌ ሺ5.2, 5.2ሻ and ܏ଷሺ݊ሻ ൌ
ሺ4.9, 5.0ሻ. Fig. 9(b) shows the surveillance environment that uses the global coordinates, 
including the visual sensor positions, viewable ranges, and the positions ܏ଶሺ݊ሻ, ܏ଷሺ݊ሻ and 
തሺ݊ሻ܏ . Given the position ܏തሺ݊ሻ  as (5.0, 5.0), the quality information ܹଶሺ݊ሻ  and ܹଷሺ݊ሻ 
corresponding to ܏ଶሺ݊ሻ  and ܏ଷሺ݊ሻ  are 0.9608 and 0.9950, respectively. The final global 
object position is (5.05, 5.10), while the corresponding ܹሺ݊ሻ is 0.9938. Thus, the value for 
the overall decision is 2.78. Based on the true object declaration, the global information 
assisted enhanced object detection is shown in Fig. 9(c), where the missed local object 
position from visual sensor 1 is recovered.  

 

 

Fig.  10. Original and enhanced detection (case 2). 
In Fig. 10(a),  visual sensor 1 correctly detects an object whereas visual sensors 2 and 3 detect 
an object with a deviated local object position that is merged with a shadow. The three 
detected local object positions are transformed into the global object position candidate as 
ଵሺ݊ሻ܏ ൌ ሺ13.0, 7.0ሻ, ܏ଶሺ݊ሻ ൌ ሺ15.2, 7.4ሻ, and ܏ଷሺ݊ሻ ൌ ሺ15.8, 6.9ሻ. Fig. 10(b) also shows 
the surveillance environment global coordinates including the visual sensor positions, the 

 
(a) Original detection 

 

(b) Global map: ሺ ෤݃௫ሺ݊ሻ, ෤݃௬ሺ݊ሻ ൌ ሺ13.1, 7.0ሻ 
 

 
(c) Enhanced detection 
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viewable ranges, and the positions ܏ଵሺ݊ሻ, ܏ଶሺ݊ሻ, ܏ଷሺ݊ሻ, and ܏തሺ݊ሻ. Given that the position 
 തሺ݊ሻ is (13.1, 7.0), the quality information ܹଵሺ݊ሻ, ܹଶሺ݊ሻ, and ܹଷሺ݊ሻ corresponding to܏
 ଷሺ݊ሻ are 0.9950, 0.1018, and 0.026, respectively. The final global object܏ ଶሺ݊ሻ, and܏ ,ଵሺ݊ሻ܏
position is (13.55, 7.18), while the corresponding ܹሺ݊ሻ is 0.8892. The result for the overall 
decision is 0.13. Based on the true object declaration, the global information assisted object 
detection enhancement is shown in Fig. 10(c), where the deviated local object positions from 
visual sensors 2 and 3 are correctly recovered.  
 

 
(a) Original detection 

(b) Global map: ሺ ෤݃௫ሺ݊ሻ, ෤݃௬ሺ݊ሻ ൌ ሺ4.9, 3.4ሻ (out of viewable range) 

 
(c) Enhanced detection 

 
(d) based on (3) without apriori probabilities 

Fig.  11. Original and enhanced detection (case 3). 

In Fig. 11(a), visual sensors 1 and 2 detect a false object given that an object is positioned 
outside the viewable ranges. The detected local object position is transformed into the global 
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object position candidate as ܏ଵሺ݊ሻ ൌ ሺ7.3, 5.1ሻ and ܏ଶሺ݊ሻ ൌ ሺ7.1, 6.3ሻ. Fig. 11(b) also shows 
the surveillance environment with global coordinates including the visual sensor positions, the 
viewable ranges, and the positions ܏ଵሺ݊ሻ, ܏ଶሺ݊ሻ, and ܏തሺ݊ሻ. Given that position ܏തሺ݊ሻ is (4.9, 
3.4), the quality information ܹଵሺ݊ሻ corresponding to ܏ଵሺ݊ሻ and ܏ଶሺ݊ሻ are 0.0132 and 0.0013, 
respectively. The final global object position is (7.28, 5.21), while the corresponding ܹሺ݊ሻ is 
0.0114. The overall decision value is -6.101. Based on the false object declaration, the global 
information assisted object detection enhancement is shown in Fig. 11(c), where all of the 
detected local object positions from visual sensors 2 and 3 are eliminated. As a performance 
comparison, Fig. 11(d) shows the result based on (3), which were considered using only ܧ௝ 
without apriori probabilities (i.e. ଵܲሺ݊ሻ ൌ ଴ܲሺ݊ሻ ൌ 0.5). The overall decision value is 0.4, so 
a true object is declared.  

5.2 Experimental Results 

In this experimental subsection, we verified our proposed combination system in an indoor 
environment. In the experiment, two cameras monitored the movements of three people in an 
indoor environment measuring 5.22 x 4.31 x 2.96m as shown in Fig. 12.  Cameras 1 and 2 
were placed at the positions (2.34 m, 0.12 m, 2.45 m) and (0.12 m, 2.32 m, 2.45 m), 
respectively, to monitor the movement of people from different viewing angles.  
 

 

Fig.  12. Illustration of the experimental environment, which measured 5.22m x 4.31m x 2.96m and 
contained two cameras 

In the experiment, we detected the face and the body, which corresponded to local 
information. The body and face were treated as a single moving object. We can reduce the 
likelihood of missing detection by using face and body during detection. In addition, each 
detected face and body was tracked using the dynamic transition function given in (17). The 
face was detected based on skin color information, whereas the body was detected based on 
motion [27][28]. From a global coordinates perspective, we used the multiple dynamic models 
given in (22) and (23), with α=0.05. Given the local information detected, our proposed 
combination system exchanged the local and global information between the two cameras, 
which corrected the missing and false detection, as shown in Fig. 13. In frame #1, Camera 2 
detected three people separately whereas Camera 1 had an overlapping view, which resulted in 
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Fig.  13. Results of indoor environment experiment 
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the detection of a single human. The detected local information was transformed into global 
information, which was re-transformed into the local information, and this was separated 
correctly into three people with Camera 1. In frame #4, Camera 1 initially detected three 
people correctly whereas Camera 2 had an overlapping view of two people. After local and 
global information exchange, Camera 2 separated three people correctly. Similarly, in frames 
#9, #12, and #15, the correct local information recovered incorrect local information via local 
and global exchange. 

5. Discussion and Conclusions 

In this paper, we proposed object detection enhancement based on the combination of multiple 
visual sensors. Given the estimated mean position obtained from a dynamic object model, 
each transformed global object position candidate was evaluated, which contributed to a final 
global object position. We also analyzed the dynamic object model and the object detection 
accuracy based on object detection enhancement. Finally, the performance was evaluated for 
occlusion, deviated detection, false detection, and overlapping scenarios. The root mean 
square error (RMSE) was 0.183 (m) in the global coordinates. With the perspective model, 
transformation errors occurred with different camera heights, tilt angles, and distances 
between a camera and an object. We expect that the error could be reduced by identifying 
appropriate camera parameters in future research. During this study, we limited the 
combinations to a constrained space that provided an overlapped viewable range for the visual 
sensors, but our future goal is to extend the capability of the proposed system so it can be 
applicable to a non-overlapped viewable range in a large space. We are also currently 
exploring the effect of incorrect local information. The propagation of incorrect local 
information is also important for the maintenance of the combined system, so our future goal is 
to find the method that minimizes the incorrect local information. Furthermore, we need to 
consider an association issue [29][30] in more complicated areas such as places where people 
move in and out, which would assign consistent identifications to each person detected. This 
association issue is now being considered for the combined system in future work. 
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