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Abstract – This paper presents a systemused toautomatically recognize the road traffic control ges-
tures of police officers. In this approach,the control gestures of traffic police officers are captured inthe 

form of depth images.A human skeleton is then constructed using a kinematic model. The feature vec-

tor describing a traffic control gesture is built from the relative angles found amongstthe joints of the 

constructed human skeleton. We utilizeSupport Vector Machines (SVMs) to perform the gesture rec-

ognition. Experiments show that our proposed method is robust and efficient and is suitable for real-

time application. We also present a testbed system based on the SVMs trained data for real-time traffic 

gesture recognition.   
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1. Introduction 
 
Human traffic control is preferred for developing nations 

because of the relatively few cars, few major intersections, 

and the low cost of human traffic-controllers [1]. In a hu-

man traffic control environment, drivers must follow the 

directions given from the traffic police officer in forms of 

human body gestures. To improve the safety of the drivers, 

our research team is developing a novel method used to 

automatically recognize traffic control gestures. 

There have been a few methods developed for traffic 

control gesture recognition in the literature. Fan Guoet al. 

[2] recognized police gestures from the corresponding 

body parts on the color image plane. The detection results 

of this method were heavily affected by background and 

outdoor illumination because the traffic police officer in a 

complex scene is detected by extracting the reflective vest 

using color thresholding. Yuan Tao et al. [3] affixed on-

body sensors onto the back of the officer’shand to extract 

the gesture data. Although this accelerometer-based sensor 

method may output accurate hand positions, it gives an 

extra onusto the police and requires a unique communica-

tion protocol for the vehicles. Meghna Singh et al. [4] used 

Radon transforms to recognize air marshals’ hand gestures 

for steering aircraft on the runway.However, since a rela-

tively stationary background in thevideo sequence is re-

quired, this method is not practical for automotive traffic 

scenarios.  

Human gesture recognition for traffic control can be re-

lated tothat used for human-robot interaction. Bauer et al. 

[5] presented an interaction system where a robot asks a 

human for directions, and then interprets the given direc-

tions. This system includes a vision component where the 

full body pose is inferred from a stereo image pair. How-

ever, this fitting process is rather slow and does not work in 

real time. Waldherret al. [6] presented a template-based 

hand gesture recognition system for a mobile robot, with 

gestures for the robot to stop or follow, and rudimentary 

pointing. Sincethe gesture system is based on a color-based 

tracker, several limitations are imposed on the types of 

acceptable clothing,which mustcontrast with the back-

ground. In [7], Van den Bergh et al. introduced a real-time 

hand gesture interaction system based on a Time-of-Flight 

(ToF) camera. Haarlet-based hand gesture classification 

uses both depth images from the ToF camera and the color 

images from theRGB camera. Similar ToF-based systems 

havealso been described in the literature [8-10]. The use of 

the ToF camera allows for a recognition system robust to 

all colors of clothing, to background noise, and thepresence 

of other people. However, ToF cameras are expensive and 

suffer from a very low resolution and a narrow angle of 

view. M. V. Bergh et al. [11] implemented a pointing hand 

gesture recognition algorithm based on the Kinect sensor to 

tell a robot where to go. Although this system can be used 

for real-time robot control applications, it cannot be ap-

plied directly to a traffic control situation because of the 

limitation of meaningful gestures presented only by the 

pointing of hands. 

The approach of using RGB images or videos for human 

detection and recognition faces challenging problems, due 

to variations in pose, clothing, lighting conditions, and 

backgroundcomplexity. It results in a reduction of the de-

tection and recognition accuracy or in anincrease in the 

computational cost. Therefore, the approach of using 3D 

reconstruction information obtained from depth cameras 

has been a recent focus of study [12-16]. 

The researchers in [17] proposed another pose classifica-

tion scheme based on the joint angles found in a human 

body. By using the joint angles, a variety of human poses 

can be modeled. This includes not only the poses already 
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existing in the dataset, new poses were able to generated 

directly from the estimated features. The classification 

method was based on the range of joint angles interpreted 

in test experiments. Therefore, the need to build a dataset 

of the ranges of the joint angles is required.The joint angles 

are computed from 3D models extracted from existing 

datasets. Hence, this research is considered to be a notable 

milestone in human pose recognition. 

This paper presents a road traffic control gesture recog-

nition system. This approach defines six common types of 

body gestures used by police officers to control the flow of 

vehicles at an intersection in Vietnam. In order to recognize 

the defined gestures, depth images are used instead of RGB 

images. Depth images have several advantages over 2D 

intensity images; depth images are robust to changes in 

color and illumination and are simple representations of 3D 

information. To make police officer recognition and track-

ing easier, the depth image is good meansto discernthe ges-

tures of officers. Moreover, a skeleton presentation of po-

lice officer body is computed quickly from the depth data 

of the depth images. As done in [17], feature vectors are 

created based on the relative angles amongstthe joints of 

the skeleton model. However, the feature vectors are ex-

tracted using a simpler methodin order to reduce the com-

putationcomplexity. In order to perform the gesture recog-

nition, we evaluated the recognition performance bySup-

port Vector Machines (SVMs) classifiers. The experiment 

results show the recognition feasibility using SVMs along 

with an acceptable computation time for real-time applica-

tions. We also present a testbed system based on the SVMs 

trained data for real-time traffic gesture recognition. 

The remainder of this paper is organized as follows: In 

Section 2, we discusshuman parts recognition using depth 

images. The details of our proposed approach are presented 

in Section 3. Theexperiment results demonstrating our ap-

proach’s performance and the testbed system are found in 

Section 4. Finally, conclusionsaredrawnin Section 5. 

 

 

 

2. Human Body Parts Recognition Using  

Depth Images 

 

For human body part recognition purposes, PrimeSense 

has created an open source library – Open Natural Interac-

tion (OpenNI) [20] – to promote natural interactions. 

OpenNI provides several algorithms usedfor PrimeSense’s 

compliant depth cameras in natural interaction fields. Some 

of these algorithms provide the extraction and tracking of a 

skeleton model from the user interacting with the device. 

Fig. 1 illustrates this human detection and recognitionproc-

ess. The kinematic model of the skeleton is a full skeleton 

model of the body consisting of15 joints, as shown in Fig. 

2. The algorithms provide the 3D positions and orientations 

of thejoints and updates at the rate of 30fps. 

 

Fig. 1. Human detection and recognition in depth images 

 

 

Other research using depth images for human body part 

estimation have also been addressed. In [21], J. Charles et 

al. proposed a method for learning and recognizing 2D 

articulated human pose models from a single depth image 

obtained usingMicrosoft Kinect™. Although the pose es-

timation is substantially recognized, the 2D representation 

of the articulated human pose models makes the human 

activity recognition process more difficult comparedto 

the3D representation of OpenNI. In [22], L. M. Adolfo et 

al. presented a method for upper body pose estimation us-

ing anonline initialization of the pose and anthropometric 

profile. A likelihood evaluation is implemented to allow the 

system to run in real-time. Although the method in [22] has 

a better performance, whencomparedtoOpenNI in limb 

self-occlusion cases, only the upper presentation of the 

body pose is suitable for a small range of recognition ap-

plications. Forthese reasons, we chose OpenNI to preproc-

ess the depth images to obtain the human skeleton models. 
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Fig. 2. The Open NI human body kinematic model 
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3. Road Traffic Control GestureRecognition 

 

3.1 The Road Traffic Control Gestures 

 

In a human traffic control system, a human traffic con-

troller is able to assess the traffic within visual range 

around the traffic intersection. Based on his observations, 

he makes intelligent decisions and deliverstraffic signals in 

the form of his arms’ directions and movements to all of 

the incoming vehicle drivers. In this paper, we only con-

sider the arm directions for classifying the traffic control 

commands. Based on observations at a real traffic intersec-

tion in Vietnam, we categorizedthe control commands into 

three types, as shown in Table 1. 

 

Table 1. The Three Types of Control Commands 

Type Command Human Arm Directions 

1 
Stop all vehicles in every road 

directions. 
Left/right arm raises straight up  

2 
Stop all vehicles in front of 

and behind the traffic police 
officer. 

Left/right arm raises to the 

left/right  

3 
Stop all vehicles on the right of 

and behind the traffic police 
officer. 

Left/right arm raises to the 

front  

 

Six traffic gestures can be constructedfrom these control 

command types. Each traffic gesture is a combination of 

the arms’ directions.The various gestures arelisted in Table 

2. 

 

Table 2. The Six Defined Traffic Gestures 

Gesture Human arm directions Command type 

1 left hand raises straight up 1 

2 right hand raises straight up 1 

3 left hand raises to the left 2 

4 right hand raises to the right 2 

5 left hand raises to the front 3 

6 right hand raises to the front 3 

 

As stated in the previous section, human physiol-

ogy,including arm directions, can be represented by a 

skeleton model consisting of 15 joints, namely, the head, 

neck, torso, left shoulder, right shoulder, left elbow, right 

elbow, left hand, right hand, left hip, right hip, leftknee, 

right knee, left foot, and right foot. Therefore, the recogni-

tion of traffic gestures can be done using a skeleton model. 

Fig. 3 depicts an example of a traffic gesture and its corre-

spondingskeletal joint structure. Sincethe skeleton model 

visualizes human parts simply usinga set of the relative 

joints, the skeleton appears to have a significant recogni-

tion advantage over the raw depth and color information. 

Therefore, instead of directly doing human parts recogni-

tion using depth and color images, we do skeleton recogni-

tion after preprocessing the Kinect’s depth images by using 

the OpenNI library. 

 

Fig. 3. Traffic gestures and skeletal joints 

 

3.2 Feature Selection 

 

For classification, a fixed size feature vector, which is 

invariant to translation, rotation, and scaling, must be ex-

tracted for each skeleton. In our research, we used the rela-

tive angle between the joints for the feature vector attrib-

utes,sincethis information is invariant in the real space co-

ordinate system. 

Research discussed in [23] builds the 3D human model 

from the depth images and extracts the feature vectors 

based on the angles regarding the 3D body parts and coor-

dinate axes. The angle computation based on this informa-

tion, however, is highly complex. Therefore, the 3D body 

parts are simplified to body joints. Then, the set of joints is 

used to construct a human skeletal model. By applying 

OpenNI [20], the 3D human model is transformed into a 

human skeleton. There are 15 joints which are used to de-

note 15 corresponding human body parts, as depicted in 

Fig. 2. 

Based on the descriptions in Table 2, the differences be-

tween traffic gestures mainly depend on the relative angles 

between the upper body parts,i.e. the arm, hand, shoulder, 

and backbone, which is constructed from the neck and 

torso.   

In order to construct a feature vector for a traffic gesture, 

we denote body part vector V(x,y) as the vector from joint 

name x to joint name y;the body part angle 1 1
( ( , ),V x y∠  

2 2
( , ))V x y  is the angle between the two body part vectors 

V(x1, y1) and V(x2, y2). The feature vector can then be 

constructed by the combination of 10 predefined body part 

angle radians as: 

- ∠ (V(left elbow, left shoulder), V(left elbow, left hand)) 

- ∠ (V(right elbow, right shoulder), V(right elbow, right 

hand)) 

- ∠ (left shoulder, neck), V(left shoulder, left elbow)) 

- ∠ (right shoulder, neck), V(right shoulder, right el-

bow)) 

- ∠V(neck, head), V(neck, left shoulder)) 

- ∠ (neck, head), V(neck, right shoulder)) 

- ∠ (left shoulder, left hand), V(head, torso)) 
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- ∠ (right shoulder, right hand), V(head, torso)) 

- ∠ (left shoulder, left hand), V(left shoulder, right 

shoulder) 

- ∠ (right shoulder, right hand), V(left shoulder, right 

shoulder) 

 

It is well known that the angle between two vectors is 

computed by:  

 

1 2

1 2

cos( )
V V

V V
α

⋅
=

×

� �

� �   (1) 

 

From the above method, it is easy to calculate the feature 

vectorattributes. The feature vector of the gesture “left 

hand raises straight up” can be described by this vector (π, 

π, π/2, π/2, π/2, π/2, 0, 0, π/2, π/2). 

 

3.3 Training and Classification 

 

Support vector machines (SVMs) [24] area set of related 

supervised learning methods that analyze data and recog-

nize patterns and are used for classification and regression 

analysis. In our research, SVMs use the training data to 

generate a SVM model with six labels linked to thesix ges-

tures. In real-time process, data from each frame is trans-

formed to SVMs data. After that, we used the SVMs pre-

diction function to compare this data with the SVMs train-

ing model.The result will be the gesture that ismost similar 

tothis action. All ofthe SVMs processing (training and pre-

dicting) have been collected in an open source library – 

libSVM [25]. 
 
 

4. The Experiment Results  

 

4.1 Training Data Collection 

 

4.1.1 Obtaining the Depth Datausing Microsoft Kinect™ 

Earlier depth sensors were expensive and difficult to use 

in human environments because they required lasers. For-

tunately, with the emergence of cheap but high quality 

depth sensors, such as the MS Kinect and Asus Xtion, re-

searchers around the world are now encouraged to include 

depth information in their work. Recently, Microsoft has 

launched the Kinect, a peripheral designed as a video game 

controller for the Microsoft X-Box Console. Nevertheless, 

despite its initial purpose, the system facilitates research in 

human detection, tracking, and activity analysis, thanks to 

the combination of its high capabilities and low cost. The 

sensor provides a depth resolution similar to ToF cameras, 

but at a fraction of the cost. To obtain the depth informa-

tion, the device uses PrimeSense’s Light Coding Technol-

ogy [18], in which Infra-Red (IR) light is projected as a dot 

pattern in the scene. This projected light pattern creates 

textures that help to find the correspondence between the 

pixels, even for shiny or texture-less objects or under harsh 

lighting conditions. In addition, because the pattern is fixed, 

there is no time domain variation other than the movements 

of the objects in the field of view of the camera. This en-

sures a precision similar to the ToF,however PrimeSense’s 

mounted IR receiver is a standard CMOS sensor, which 

reduces the price of the device drastically. 

Fig. 4 depicts the block diagram of the reference design 

used by the Kinect sensor [19]. The sensor is composed of 

one IR emitter, responsible foremitting the light pattern to 

the scene and a depth sensor responsible forcapturing the 

emitted pattern. It is also equipped with a standard RGB 

sensor that records thescene in visible light. Both the depth 

and RGB sensors have a resolution of 640x480 pixels. The 

matching calibration process between the depth and the 

RGB pixels and the 3D reconstruction is handled at the 

chip level. 

 

 

Fig. 4. The block diagram of the Prime Sense reference 

design [18] 

 

Unfortunately, there is an important issue regardingthe 

MS Kinect in that the Kinect depth perception is highly 

unreliable in outdoordaylight. In outdoor scenes, because 

the sun is a strong source of infra-red, the infra-red struc-

tured light emitted by Kinect sensor will be overwhelmed. 

A solution is to use a different class of infra-red depth sen-

sor. Instead of using spatial light patterns, the sensor sends 

out temporally modulated IR light and measure the phase 

shift of the returning light signal. These sensors are known 

as ToF cameras. However, ToF cameras are expensive and 

suffer from a very low resolution. Therefore, the Kinect 

system is still a good candidate for obtaining depth data. In 

addition, [26] indicated that the Kinect can be made to 

work properly in outdoor environments. 

 

4.1.2 Data Collection 

To collect the training data samples, we captured a traffic 

gesture database for a group of five persons. Each person 

performed a traffic gesture at different locations and angles 

to Kinect sensor. For each traffic gesture, we recorded about 

5000 frames of depth images. The coordinates of all 15 

skeletal joints fromeach frame werethen calculated and 

stored in the traffic gesture database. The number of training 

vectors in our traffic gesture database totaled30509; each 

vector waslabeled by its gesture index number. 
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4.2 The Method 

 

The Weka tool [27] wasused to train and test the human 

pose recognition accuracy employing C-SVMs classifiers 

with C=1.0 andkernel RBF. The 30509 samples ofdata set 

waslabeled usingthe six defined gestures. The test mode 

used10-fold-cross-validation, which means that 1/10 sam-

ples are retained as the validation data for testing the model, 

and the remaining 9/10 samples are used as the training 

data. Table 3 shows the experiment results (in percentage) 

forC-SVMs. The True Positive (TP) rate is the proportion 

of samples which were classified as gesture x, among all of 

the examples truly labeled as gesture x. The False Positive 

(FP) rate expresses the proportion of the samples classified 

as gesture x, but labeled as a different gesture among all of 

the examples which are not labeled as gesture x. Precision 

indicates the proportion of the samples which is truly la-

beled as x among all those which were classified as gesture 

x. The experiments were done on a Windows Pentium 4PC 

with 1GB of RAM.  

 

Table 3. The SVMs Results by Class 

Gesture TP Rate FP Rate Precision Recall F-Measure 

1 99.8 0.0 100.0 99.8 99.9 

2 100.0 0.0 100.0 100.0 100.0 

3 100.0 0.0 100.0 100.0 100.0 

4 100.0 0.0 100.0 100.0 100.0 

5 100.0 0.0 99.8 100.0 99.9 

6 100.0 0.0 100.0 100.0 100.0 

 

The results indicate that the proposed method achieved 

high recognition rates. It also can been seen that the mis-

recognized gesture rate of the SVMs classifier is practical-

lyzero. The experiments also show that the running time of 

the SVMs classifier is 2.86 seconds toprocess the whole 

database. Thisindicates that the SVMsclassifier can be used 

inreal-time applications. Therefore, from these results, we 

suggest theuse of SVMs classifier for training and predict-

ing traffic control gestures in real-time application.  

 

4.3 The Testbed System 

 

A real-time testbed system for traffic control gesture 

recognition wasbuilt; the data flow diagram forthe system 

is presented in Fig. 5. The system is divided into two parts: 

training and prediction. In the training part, the entiretraffic 

gesture dataset, as outlinedin the previous section, wasused 

to train the SVMs classifier. All of the parameters of the 

trained classifiers are stored to be usedby theprediction. In 

the prediction part, the depth images captured from the 

Kinect sensor at the rate of 30 fps are recognized using the 

OpenNI library and the skeletal models are determined. 

Each skeletal model is then predicted to obtain the gesture 

number. Because of misclassification, especially at the 

border of two human poses, the gesture number forthe 

same human pose may vary rapidly. Therefore, we choose 

the gesture number that occurs the most overa specific pe-

riod (1 second) to indicate the current human gesture of the 

traffic police officer and signal it to the vehicle driver. Fig. 

6 shows the user interface of this application when recog-

nizing human gestures.  

 

 

Fig. 5. The information flow in our system 

 

 

Fig. 6. Three examples of the testbed graphic user interface 

 

 

5. Conclusion 

 

We have presented an algorithm used torecognize the 

command gestures of traffic police based on depth images 

retrieved from a Kinect sensor. The depth images provide 

3D information useful in representing a variety of human 

poses. A key feature of our proposed approach is the use of 

the geometric relations amongstskeletal joints extracted 

from the depth images to build feature vectors and use 

them to train and recognize gestures.  

There are several advantages of the proposed approach. 

First, the method requires no special clothing or markers 

commonly used in motion-capture applications. Second, 

the gestures can be recognized even if they are not per-

formed perfectly. Experiments show that the proposed 

method is robust and efficient. In future work, we intend to 

enhance the flexibility of this algorithm by using dynamic 

gestures to enable the systemto handle more traffic police-

gestures. 
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